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Processos de polimerização em suspensão são utilizados para produzir polímeros
de importância comercial como, por exemplo, poli(cloreto de vinila), poli(acetato de
vinila), poli(metacrilato de metila) e poliestireno. Apesar da importância econômica
desses polímeros, tanques agitados de elevado volume operando em batelada são uti-
lizados industrialmente nos processos de produção atuais. No entanto, processos em
batelada possuem desvantagens em comparação aos processos contínuos. Por exem-
plo, a produtividade é prejudicada devido ao tempo ocioso de enchimento, evacuação
e limpeza. Por outro lado, reatores tubulares podem ser operados continuamente;
a razão área/volume é elevada, facilitando o controle de temperatura; e o volume
reacional é menor, ocasionando menores riscos de operação. Dadas as vantagens
da produção contínua em reatores tubulares, este trabalho objetiva o desenvolvi-
mento de modelos fenomenológicos de polimerização em suspensão em Reatores Os-
cilatórios Compartimentados Contínuos. Mais especificamente, uma representação
completa da cinética, transferência de calor e distribuição de tamanhos de partículas
é desenvolvida na tentativa de facilitar o desenvolvimento de processos industriais
de produção de polímeros em suspensão em modo contínuo.
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Suspension polymerization is the process utilized to produce commercially im-
portant polymers such as poly(vinyl chloride), poly(vinyl acetate), poly(methyl
methacrylate) and polystyrene. In spite of the economic importance of these poly-
mers, large stirred tank reactors operating in batch mode are employed in the current
industrial production processes. However, batch processes show many disadvantages
in comparison to continuous ones. For instance, the productivity is impaired due
to the idle time during filling, evacuation and cleaning. On the other hand, tubu-
lar reactors can be operated continuously; the area-to-volume ratio is larger, which
improves temperature control, and the equipment size is usually smaller, minimiz-
ing operational risks. Given the advantages of continuous production in tubular
reactors, this work aims at developing comprehensive phenomenological models to
represent suspension polymerizations in Continuous Oscillatory Baffled Reactors
(COBR). More specifically, a complete representation of the kinetics, heat transfer
and particle size distributions in these systems is pursued in an attempt to bridge the
gap that currently exists between laboratory scale and industrial scale production
of suspension polymers in continuous mode.
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Chapter 1

Introduction

"Now go; I will help you speak and will teach you what to say.”

Exodus 4:12

In this introductory chapter, an overview of the motivations and the contex-
tualization of this work are summarized in a concise manner. Additionally, the way
that the work is organized is presented for the sake of didactics and, eventually, to
serve as a guide to the reader who wants to skip specific parts of this Thesis. It is
also worth mentioning that one of the key points of this chapter is to establish a con-
nection between Process Intensification (PI) strategies and the modeling approaches
that will be developed in the upcoming chapters emphasizing their relevance and
putting the scope of this Thesis in perspective. Caution must be paid to the fact
that an in-depth description of PI methods is out of the scope of this work. For this
purpose, the interested reader can consult some of the references listed in Section
1.3.
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1.1 Batch versus Continuous Processing

The subject of batch vs. continuous processing has been on debate for many
years (Englund, 1982; Goršek and Glavič, 1997; Calabrese and Pissavini, 2011;
Chen, 2017). In the past decades, this topic has gained more attention as it is being
addressed within a broader discipline/area of chemical engineering called Process
Intensification (PI) (Al Azri et al., 2022). More specifically, PI is a term coined
by Colin Ramshaw in the 1970s at Imperial Chemical Industries referring to "the
strategy of reducing the size of chemical plant needed to achieve a given production
objective” (Cross and Ramshaw, 1986). Over time, the definition of PI has evolved
as recently reviewed by Keil (2018). One of the most concise definitions is due to
Stankiewicz and Moulijn (2000):

Process intensification consists of the development of novel appa-
ratuses and techniques that, compared to those commonly used today,
are expected to bring dramatic improvements in manufacturing and pro-
cessing, substantially decreasing equipment- size/production-capacity ra-
tio, energy consumption, or waste production, and ultimately resulting in
cheaper, sustainable technologies. (Stankiewicz and Moulijn, 2000)

Generally speaking, according to the concept presented, there is no doubt that
moving from batch to continuous operation can be beneficial. Figure 1.1 illustrates
some of the advantages of continuous processing in comparison to batch operation.
First of all, continuous reactors are smaller (Rossetti and Compagnoni, 2016), as
a result, the safety of operation is improved since dealing with smaller inventories
becomes safer (Baldea et al., 2017). Secondly, the operational costs are reduced
and the productivity is increased (McMillin et al., 2020). For instance, one of the
greatest barriers towards maximizing profits in industrial suspension polymerization
plants is related to the idle time due to filling, evacuation and cleaning (Ilare and
Sponchioni, 2020). Lastly, but not least important, the variability of final properties
from batch to batch can be mitigated (Rogers and Jensen, 2019).

The safety appeal is particularly true if hazardous chemicals are used as reac-
tants (Ilare and Sponchioni, 2020). For instance, monomers such as vinyl chloride,
vinyl acetate and styrene used as raw materials to produce suspension polymers
show harmful effects to the human health (Nelson et al., 2011). Additionally, the
azo compounds used as initiator systems also add operational risks due to their high
reactivity which can cause explosions (Liu et al., 2015). Moreover, polymerization
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reactions are exothermic, consequently, failure to remove the heat released by the
reaction from the system can cause the so called runaway (Ilare and Sponchioni,
2020).

Figure 1.1: Advantages of implementing Process Intensification (Al Azri et al.,
2022).

Substituting batch processes by continuous ones constitutes a PI method
(Florit et al., 2020). In this context, the Continuous Oscillatory Baffled Reactor
(COBR) has gaining increasing attention in the last decades as a way to move from
batch to continuous operation. Figure 1.2 shows a schematic representation of this
device. The COBR is essentially a tubular reactor equipped with equally spaced
baffles (Smith and Mackley, 2006; Jian and Ni, 2005). Differently from standard
tubular reactors, it presents two superimposed flow components, namely a net flow
and an oscillatory flow (Stonestreet and Harvey, 2002). The net flow component is
provided by a pump whereas the oscillatory flow component can be provided by a
piston, bellow or diaphragm (Jian and Ni, 2005). By superimposing an oscillatory
flow component, the result is the creation of vortices in the volume spaces located
between consecutive baffles providing more intense mixing. Consequently, these vol-
ume spaces located between baffles can be regarded as small stirred tanks connected
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in series (Dickens et al., 1989). As a result, this reactor can achieve plug flow regime
at net flow laminar conditions (Harvey et al., 2001). This design can significantly
enhance heat and mass transfer rates in comparison to similar conventional tubular
reactors (Ahmed et al., 2018a; Ahmed et al., 2018b). The ability to deal with solid
formation also constitutes a competitive advantage of this reactor design (Slavnić et
al., 2019). For this reason, this technology is gaining attention in areas where plug
flow regime and long reaction times are desired (Stonestreet and Harvey, 2002; Ni
et al., 2003). As an example, suspension polymerization processes might take ad-
vantage of these characteristics because it produces solid beads that should remain
suspended in the liquid phase and also because it is usually desired that particle size
distributions and particle properties be uniform at the outlet stream. Figure 1.3 il-
lustrates qualitatively how the flow regime and residence time distribution affect the
final polymer properties.

Figure 1.2: Schematic representation of a continuous oscillatory baffled reactor (Mc-
Glone et al., 2015).

The previous paragraphs described the subject of batch to continuous tran-
sition in an utopian way. In other words, it was presumably assumed that there
exists a continuous process whose performance at delivering products with identical
final properties as those obtained in batch mode is readily available. However, as
per Ilare and Sponchioni (2020) and Rossetti and Compagnoni (2016), there is still
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a knowledge gap that must be filled in order to migrate from batch to continuous
processing without loss on the desired final properties. Generally speaking, the size
of this gap depends on the process under consideration and its nuances. Regarding
suspension polymerizations, a full understanding of how continuous operation affects
particle size distribution and molar mass distribution is of paramount importance
in this undertaking.

Figure 1.3: Effect of the flow regime on the polymer properties (Reis et al., 2019).

The importance of model-based strategies have been recognized as a way of
facilitating the development and implementation of PI strategies. For instance,
Ouyang et al. (2022) proposed a general methodology, i.e., that can be applied to
different processes, based on laboratory scale experiments, computational fluid dy-
namics simulations, optimization, process simulation, and assessment. In addition
to the lower costs associated, process modeling allows the investigation and eval-
uation of different setups (Ilare and Sponchioni, 2020; Rossetti and Compagnoni,
2016).

Based on the previous paragraphs, the main contribution of this Thesis is the
development of comprehensive phenomenological models to help the transition of
suspension polymerizations from batch to continuous operation. More specifically,
the goal is to understand how the continuous operation of Oscillatory Baffled Reac-
tors affects the polymerization reaction. Furthermore, the models intend to give a
thorough representation of the kinetics, heat transfer, polymer properties as well as
particle size distributions. It is also expected that the modeling strategies developed
here be used in the future for scale-up purposes. To achieve such goals, this work is
organized as follows.
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1.2 Thesis Organization

This Thesis is organized in seven chapters, including this short introduction.
In Chapter 2, an overview of the current industrial batch process employed to pro-
duce suspension polymers is presented. More specifically, focus is given on the
polymerization of vinyl chloride (the most important polymer produced by the sus-
pension process). Several important concepts will be introduced in this chapter.
Additionally, a comprehensive kinetic model will be developed and validated with
industrial data. Furthermore, a population balance model will be implemented and
solved using a discretization technique to describe the product particle/droplet size
distributions obtained in three industrial grade formulations. Even though focus is
given to the batch process, the Chapter 2 is important because of two main reasons.
Firstly, a set of reliable kinetic parameters to represent the polymerization of vinyl
chloride will be estimated and will be used to describe the polymerization of this
monomer in a continuous oscillatory baffled reactor in Chapter 5. Secondly, the
numerical strategy to solve the population balance will be extended in Chapter 6 to
describe the particle/droplet size distributions in oscillatory baffled reactors.

In Chapter 3, a comprehensive literature review covering continuous suspen-
sion polymerizations and oscillatory baffled reactors is presented. This chapter is a
turning point of this work since it marks the transition where, afterwards, full atten-
tion will be given to continuous suspension polymerization systems rather than batch
processes. In this part of the work, emphasis is given on the challenges regarding
suspension polymerization and the advances in oscillatory baffled reactor technol-
ogy. One entire section of this chapter will be devoted to studies that attempted to
carry out suspension polymerizations in these devices.

In Chapter 4, a mathematical model to represent the suspension polymeriza-
tion of vinyl acetate in a COBR will be developed and the model predictions will
be compared with available experimental data found in the literature. The model
developed in Chapter 4, will be extended in Chapter 5 to represent vinyl chloride
suspension polymerizations. Even though both reactions show similar kinetic mech-
anisms, the polymerization of vinyl chloride shows more complex heterogeneous
phenomena due to the fact that poly(vinyl chloride) is insoluble in its monomer.
Consequently, an additional phase is present. This is the main reason why these
mathematical models are presented in different chapters.

In Chapter 6, the mathematical model presented in Chapter 5 will be further
extended to describe the particle/droplet size distributions, a key aspect that can
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not be disregarded in poly(vinyl chloride) suspension polymerization. A spatially
distributed population balance model will be developed and solved to investigate
the effects of key operational parameters on the final product size distributions.

Finally, in Chapter 7, the main conclusions of this Thesis are summarized in
a concise manner. Additionally, some suggestions for future works are highlighted.
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Chapter 2

The Current Batch Suspension
Polymerization Process: An
Industrial Example

In this chapter, an overview of the current suspension polymerization process
is given. More specifically, the key aspects of the industrial process are introduced
in a concise way. Emphasis is given on the phenomena that occur in the reaction
vessel, consequently, downstream and upstream processing/purification steps are
not deeply discussed. Afterward, a mathematical model based on first principles is
developed and validated with actual industrial data to comprehend the relationships
between process variables and the specification of the final resins. To achieve this
goal, firstly, a literature review on the previous works is performed and the current
status of kinetic as well as population balance models applied to suspension poly-
merizations is assessed. Parts of this chapter have been published as "Silva et al.
Modeling of particle size distributions in industrial poly(vinyl chloride) suspension
polymerization reactors. Processes, 11, 5, 2023."
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2.1 Introduction

Poly(vinyl chloride) (PVC) belongs to the group of the most important
commercial plastic materials. It is surpassed only by poly(ethylene) (PE) and
poly(propylene) (PP) in terms of worldwide production (Guo et al., 2021). From an
economic standpoint, the global PVC market is expected to grow at a compounded
annual growth rate (CAGR) of 4.4% from 2022 to 2030 reaching 9.95 billion dol-
lars (Precedence Research, 2023). Furthermore, the economic importance of PVC
is linked to its numerous areas of application (Kanking et al., 2021; Kwon et al.,
2021; Ekelund et al., 2007; Islam et al., 2018; Hakkarainen, 2003; Chiellini et al.,
2013). Mijangos et al. (2023) and Abreu et al. (2018) performed reviews on the
current status of PVC production emphasizing the problems that still exist and the
perspectives for the future.

Nearly 80% of the worldwide PVC production is achieved through suspension
polymerization (Kiparissides and Pladis, 2022). At industrial level, large reaction
vessels with volumes of order 200 m3 are employed as shown in Figure 2.1. According
to the suspension polymerization technique, the monomer and oil soluble initiators
are dispersed in water (continuous phase) by proper agitation and suspending agents
(Yuan et al., 1991; Machado et al., 2007; Pinto et al., 2013). Afterward, the reaction
starts when the temperature is increased until the desired value and the polymer
chains are formed inside the dispersed monomer droplets (Yuan et al., 1991; Machado
et al., 2007). Consequently, at the microscopic level, each monomer droplet behaves
as a small bulk reactor (Machado et al., 2007). Therefore, bulk and suspension
polymerizations share closely akin kinetic features (Crosato-Arnaldi et al., 1968).

The continuous aqueous phase has the task of improving heat transfer and
reducing the viscosity of the suspension (Machado et al., 2007). The level of agitation
(Guo et al., 2017; Marinho et al., 2018) and surfactant type and concentration
(Chatzi and Kiparissides, 1994; Lerner and Nemet, 1999) make the control of particle
morphology possible, and it is one of the reasons why this technology is successfully
widespread. Commercially, spherical polymer particles with characteristic diameters
ranging from 50 to 500 µm are produced (Kiparissides, 1996). Furthermore, the
particle porosity plays an important role in the final application of the resin, since it
controls the rates of plasticizer adsorption and the interaction of the resin with the
plasticizers, affecting the performances of processing stages and the final properties
of PVC pieces (Darvish et al., 2015). This explains the interest in the development
of techniques to monitor the properties of the particles inside the reactor (Faria et
al., 2009a, 2009b, 2009c, 2010a, 2010b).
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Figure 2.1: Reactors utilized to carry out suspension polymerization. From early
technology (a) to more recent (d) (Saeki and Emura, 2002).

When dealing with batch systems, it is of paramount importance for the plant
economics to reduce the batch time without compromising the final product specifi-
cation. In this respect, decreasing batch time inevitably means increasing polymer-
ization rate. However, this implies that a greater amount of heat must be removed
from the system in a shorter period of time as the polymerization reaction is highly
exothermic and a peak of heat generation is expected at higher conversion. More-
over, either increasing temperature or the amount of initiator brings concern about
the final product specification (Kobayashi et al., 1998). More specifically, higher
temperature implies that polymer with lower molecular mass will be obtained due
to the high values of chain transfer to monomer (Abdel-Alim and Hamielec, 1972).
Furthermore, increasing the amount of initiator increases the profile of heat genera-
tion and excess residuals can prejudice the final resin properties (Saeki and Emura,
2002). In other words, heat removal constitutes a process constraint (Tacidelli et
al., 2009).

In order to circumvent the aforementioned problems, investigators have devel-
oped strategies to increase the process productivity guaranteeing the final product
specification and safety constraints. For instance, Pinto and Giudici (2000) pro-
posed a strategy based on optimizing a mixture fast and slow initiators to obtain
uniform heat generation profiles. By doing so, these authors expected to improve
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the operability of the cooling system. Additionally, Tacidelli et al. (2009) stud-
ied the possibility of increasing the temperature near the end of the reaction and
the addition extra monomer during the polymerization. Bijhanmanesh and Etsami
(2016) investigated the continuous addition of a fast initiator in order to decrease
the batch time.

In Figure 2.2, a simplified representation of the steps in PVC polymerization
is shown. The use of water to improve heat removal, introduces the necessity of
wastewater treatment units which increase the number of equipments and opera-
tional costs associated (Saeki and Emura, 2002). The content of residual VCM in
the PVC slurry also constitutes an issue of concern as safety standards require very
low levels of unreacted monomer in the final resins. More specifically, VCM con-
tent below 1 ppm are permitted (Wypych, 2015). The stripping of residual VCM
requires treating the slurry at elevated temperature and low pressure (Feldman et
al., 1980; Hughes, 1980). In recent plants, this process is performed in stripping
towers (Wypych, 2015). After the removal of residual monomer, the water content
is centrifuged off and the resin is dried.

Figure 2.2: PVC production flowsheet (Carroll et al., 2017).
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2.2 Literature Review

Before addressing the proposed mathematical model development, a compre-
hensive literature review that covers the area of PVC polymerization modeling and
population balances is provided. Regarding the population balances, the review fo-
cuses initially on some of the basic concepts, while afterward the subject is narrowed
down to applications on suspension polymerizations.

2.2.1 PVC Polymerization Modeling

The literature related to modeling of PVC polymerization dates back to the
1960s. Firstly, Talamini (1966) investigated the bulk polymerization of vinyl chloride
monomer (VCM) and proposed a currently classical two-phase model to describe
the conversion of monomer. According to this two-phase model, the polymeriza-
tion takes place in the concentrated phase (polymer-rich) and in the diluted phase
(monomer-rich) at different rates. The reaction rate in the concentrated phase is
higher due to the well-know gel effect that reduces the rates of termination of poly-
mer radicals in the polymer particles. This model was able to predict experimental
data accurately up to conversions of 30%.

Crosato-Arnaldi et al. (1968), following the work by Talamini (1966), studied
bulk and suspension polymerizations of VCM using different initiators. These au-
thors concluded that the autocatalytic behavior observed in VCM polymerization
is due only to phase separation and does not depend on the type of initiator. It
was observed that the equation employed to describe the overall conversion agreed
accurately with available data up to conversions of 50-60%. However, beyond this
value, the fit was not satisfactory. In spite of that, the authors did not provide
a clear explanation to this fact. Additionally, it was shown that the kinetics of
bulk and suspension polymerizations are equivalent. This was concluded based on
the observation that the conversion curves of bulk and suspension polymerizations
overlap when plotted against time multiplied by the square root of the initiator con-
centration. Data related to VCM polymerizations and reported in prior literature
were fitted with fair accuracy by the developed model.

Abdel-Alim and Hamielec (1972) investigated the bulk polymerization of VCM
with emphasis on average molar mass and molar mass distributions (MMD). These
authors developed a model to predict conversion based on the model presented
originally by Talamini (1966). In their model, the effects of volume change and
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molecular diffusion on the kinetic constants were also considered. By doing so,
the rate of propagation was assumed to be null near the glass transition point.
Consequently, their model was able to accurately predict conversions in the range
where the model proposed by Crosato-Arnaldi et al. (1968) was not able to.

Ugelstad et al. (1973) studied the bulk polymerizations of VCM. These inves-
tigators considered the possible effects of adsorption and desorption of radicals from
the polymer-rich phase. Furthermore, based on experimental data, it was concluded
that the model used to predict the conversion was more accurate than the one pro-
posed by Crosato-Arnaldi et al. (1968). In fact, the new model was equivalent to the
one proposed by Crosato-Arnaldi et al. (1968) only if two assumptions were made.
Firstly, if the termination rate in the polymer-rich phase were lower than its counter-
part in the monomer-rich phase, which was true according to available experimental
data. Secondly, if the volume change during polymerization were neglected. In fact,
during the development of the model equations used to predict the conversion, it
was assumed that the volumes of the phases could vary with conversion, which is
an aspect that can not be disregarded in bulk and, consequently, suspension VCM
polymerizations.

Kuchanov and Bort (1973) performed a critical analysis of the previously pub-
lished manuscripts and kinetic data regarding bulk and suspension VCM polymer-
izations. These authors emphasized that several authors made fundamental mistakes
related to some of the assumptions used to derive the kinetic equations to explain the
bulk and suspension polymerizations of VCM. One of the errors, according to these
authors, was the use of homogeneous kinetic theory in an inherently heterogeneous
reaction system. Additionally, these authors argued that Talamini’s assumption (Ta-
lamini, 1966; Crosato-Arnaldi et al., 1968) that the radical concentration in both
phases present was independent of conversion could not be supported by available
experimental data. Furthermore, the assumption that the radicals were not initiated
inside the polymer particles was also criticized, as this assumption was inadmissible
out the low conversion range.

Hamielec et al. (1982) focused on the effects of diffusion limitations on the
kinetic constants of the reaction. These authors proposed a detailed kinetic mecha-
nism to explain VCM polymerization and included parameters in the rate constants
to account for the effects of diffusion limitations. According to these authors, it was
well established that the termination rate decreased with conversion, resulting in
increasing number of radicals, which explained the autocatalytic behavior noticed
by previous investigators. Additionally, as the glass transition point of the polymer
is approached, the propagation rate falls due to the effect of the decreasing free
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volume, which impairs the mobility of the monomer molecules to the active centers.
In fact, these observations are very important for the operation of batch reactors
because, as the conversion approaches higher values, the molecular properties (mo-
lar mass and branching distributions, for instance) of PVC, which relate to thermal
stability, are deteriorated due to the mentioned diffusion effects. Based on these
observations, the authors proposed operation policies to operate a batch reactor in
a fashion designed to ensure the improvement of the final molecular properties.

Sidiropoulou and Kiparissides (1990) developed a general model for the VCM
suspension polymerization to predict the main molecular properties of PVC. The
employed kinetic mechanism was identical to the one used by Hamielec et al. (1982).
More specifically, the proposed model comprised the mass balances of growing and
terminated radicals, initiator and monomer. To overcome the problem of solving a
large number of equations, the authors employed the method of moments to obtain
a smaller number of ordinary differential equations. The authors emphasized that
their model was a generalization of previous models. In order to validate their work,
simulations were performed and the results were compared to those provided by
previous models found in the literature. Lastly, these investigators also considered
the effects of diffusion control at higher conversions. For comparative purposes, the
authors quantified the deviations caused by disregarding the diffusion effects on the
kinetic rate constants.

Pinto (1990a) developed a simplified model based on the work of Abdel-Alim
and Hamielec (1972) and investigated strategies to carry out polymerizations at
constant rate in a batch reactor. The author investigated several strategies and
concluded that it was almost impossible to keep the polymerization rate constant
in an industrial batch reactor because of the heat transfer limitations. The author
also pointed out that a proper initiator choice and feed strategy would help in this
undertaking. In posterior works, Pinto (1990b, 1990c) performed a dynamic analysis
in continuous VCM polymerizations in a stirred vessel. The author was able to
identify the ranges in the parameter space where complex phenomena occurred, i.e.,
limit cycles, isolas and multiple steady states.

Xie et al. (1991a, 1991b, 1991c, 1991d, 1991e) investigated several aspects
of VCM polymerizations. These authors were able to develop a comprehensive
model by including the kinetic mechanism, multi-phase phenomena and molar mass
distributions. Several experiments were performed in order to evaluate the model
prediction capabilities. One of the most successful representations of the diffusional
effects of the VCM polymerization at high conversions can be attributed to these
authors. Additionally, the partition coefficient of the initiator among the polymer-
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rich and monomer-rich phases was estimated based on the dynamic evolution of
conversion data.

Dimian et al. (1995) were apparently the first to implement a model to describe
an industrial VCM suspension polymerization reactor based on the work of Xie et
al. (1991a). The authors investigated the polymerization from a process control
perspective. A cascade PID controller was employed to keep temperature variations
within a ± 1 % margin. The effects of the heat balance on the molecular properties
and the molar mass distributions were investigated.

Chung and Jung (1996) used the same kinetic scheme described previously
by Sidiropoulou and Kiparissides (1990) to investigate the abnormal behavior ob-
served in bulk VCM polymerization in a large-scale reactor. More specifically, this
abnormal behavior was related to suppression of the autocatalytic phenomena. In
this work, it is argued that the autocatalytic behavior is observed in large-scale sus-
pension polymerizations, but not in large-scale bulk polymerizations. The authors
proposed that this abnormal behavior was due to the absence of thermodynamic
equilibrium between the monomer recirculated through the condenser and the poly-
meric phase already present inside the reactor.

Giving special emphasis to the operability of a batch suspension polymerization
reactor, Lewin (1996) investigated the effects of temperature control and initiator
loading on the operation of an industrial reactor. This author used a simplified model
that was similar to the one proposed initially by Abdel-Alim and Hamielec (1972)
to perform the simulations and incorporated an energy balance into the system of
equations. The model parameters were calibrated with real plant data. Using this
simple model, the author was able to characterize the operability space of the process
and identify the regions of thermal runaway. Furthermore, the simple model allowed
the selection of proper amounts of the two distinct initiators considered in the study.

Kiparissides et al. (1997) developed a model that was able to predict molecular
properties, conversion, temperature and pressure of a batch suspension PVC poly-
merization reactor. Differently from Sidiropoulou and Kiparissides (1990), these
authors incorporated the vapour phase and the energy balance equations in the
modeling framework, rendering a more realistic representation of the process be-
cause reactor pressure and temperature play important roles in PVC suspension
polymerization plants and are the only variables measured during operation. The
model was validated with data obtained in a laboratory scale reactor. The authors
were able to get relevant information regarding the composition of the phases present
during the course of the polymerization reaction. Furthermore, the capability of the
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model to optimize the production of PVC was shown through an illustrative exam-
ple. The goal of the example was to find the proportion of initiators (fast and slow
initiator) to minimize the peak in the heat released profile. By using their model,
the authors were able to predict a smoother curve of heat released, which proved
the efficiency of the model.

Talamini et al. (1998) performed a thorough investigation regarding the va-
lidity of the two-phase model proposed by Talamini (1966) to describe bulk and
suspension polymerizations of VCM. The authors argued against previous criticism
regarding the main assumptions made when the balance equations were derived to
describe the reaction behavior. The criticisms were mainly related to the assump-
tion of equilibrium between the phases, constant ratio of radicals in both phases
and the resulting partition coefficient of the initiator among them. The authors
used theoretical and experimental evidences to controvert the arguments against
their model.

Mejdell et al. (1999) modeled an industrial batch reactor and paid special
attention to aspects related to the heat transfer and energy balances. The model
developed by these authors shared many similarities with the model originally pro-
posed by Kiparissides et al. (1997). In order to estimate the heat transfer coef-
ficients, the authors filled the reactor with pure water and performed heating and
cooling experiments. The simulations with the model were compared to real plant
data and fair agreement was observed. The authors compared conversion data es-
timated solely with the heat balance and conversion data measured experimentally
and found noticeable deviations in the range of higher conversions. These investiga-
tors attributed this effect to the fact that diffusion control on the rates of termination
and propagation were not included in their model.

Wieme et al. (2007) developed a complete model to simulate pilot scale and
industrial scale reactors. These authors proposed the detailed modeling of the sus-
pension properties, energy balances and temperature control loops. Based on the
simulations, it was possible to get insights on the importance of the reflux condenser
as well as fouling on the reactor walls for the operability of the process.

Among the works mentioned above, the models described by Sidiropoulou and
Kiparissides (1990), Xie et al. (1991a, 1991b, 1991c, 1991d, 1991e) and Kiparissides
et al. (1997) can be reliably used to describe the reactor behavior up to higher
conversions. For this reason, the model developed here is based on these previous
works with minor differences mainly related to the description of the gas phase and
the definition of conversion. Here, the gas phase is represented as an ideal gas
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mixture, and the conversion is expressed as the ratio between polymer mass and the
sum of the monomer and polymer masses instead of the ratio between the polymer
mass and the initial amount of monomer, which is only valid for perfect batches.
The latter modification is important if additional monomer feeds are added during
the reaction.

2.2.2 Population Balance Modeling

Valentas et al. (1966) developed a classic study to investigate the relation-
ship between the breakage mechanism and the final droplet size distributions in an
agitated vessel. The population balance model was developed considering only the
breakage mechanism. Additionally, a numerical integration formula was used to
solve the integrals in the population balance model. A log-normal distribution was
assumed as initial condition. The authors investigated the effects of impeller speed
and temperature on the final droplet size distributions. It was shown that tempera-
ture exerted a minor effect on the particle size distributions because the properties
related to breakage such as interfacial tension, density and viscosity varied very little
with temperature in the studied system (benzene-water).

Valentas and Amundson (1966) introduced a coalescence mechanism in the
previously described model and noticed significant changes in the final droplet size
distributions obtained through simulation. The authors modeled the effect of tem-
perature on coalescence efficiency, and a noticeable response was observed when
they compared the effect of this variable in the breakage process. Additionally, it
was shown that the existence of a limiting maximum droplet size for coalescence
generated bimodalities in the final distributions.

Coulaloglou and Tavlarides (1977) developed phenomenological models of
breakage and coalescence to predict droplet size distributions in a continuous stirred
vessel. The breakage and coalescence models considered that the efficiencies of these
phenomena depend on the degree of turbulence of the system. The authors were
able to correlate the rates of breakage and coalescence with fluid properties and the
operation conditions. Good agreement was obtained between the model predictions
and the available experimental data.

Narsimham et al. (1979) developed a model for droplet transitional breakage
in dispersions with low dispersed phase concentration. The authors focused solely
on the breakage process since coalescence can be neglected when the dispersed phase
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concentration is low. However, when comparing their model results with experimen-
tal data, the obtained final droplet size distributions presented much lower variance.
The authors attributed this phenomenon to the assumptions made during the solu-
tion of the population balance equations.

Hsia and Tavlarides (1980) used a Monte Carlo based population balance
model to represent droplet size distributions in stirred vessels. The droplet breakup
and coalescence as well as flows of droplets in and out of the control volume were
considered. In their study, the rates of breakage and coalescence were the same pro-
posed by Coulaloglou and Tavlarides (1977). Hsia and Tavlarides (1983) improved
their previous simulation model in order to represent bivariate distributions. By
doing so, the authors were able to get more insights on the previously employed
breakage and coalescence models and proposed improvements in these equations.

Sovová (1981) improved the model described by Coulaloglou and Tavlarides
(1977) by incorporating a new effect on the efficiency of collisions. This effect
accounts for the collision between two droplets in addition to the film drainage effect
described by Coulaloglou and Tavlarides (1977). By doing this, and performing
parameter estimation, the new model was able to represent literature data more
accurately.

Based on the previous works, Alvarez et al. (1994) developed breakage and
coalescence rate constant equations to describe particle size distributions in suspen-
sion polymerization reactors. These authors described and modeled some of the
suspension properties, including surface tension and viscoelasticity, and included
these properties in the rate equations. This approach allowed the authors to repre-
sent the evolution of particle size distributions in suspension polymerizations with
good accuracy, based on the available experimental data.

Based on the work of Alvarez et al. (1994), Maggioris et al. (2000) developed a
two compartment model to represent particle size distributions in suspension poly-
merization reactors. More specifically, the impeller and the circulation regions were
modeled as connected compartments with different rates of energy dissipation per
mass, which results in different breakage and coalescence rates in each compartment.
This was an attempt to represent the non-homogeneity of turbulence inside the ves-
sel. These authors were able to compare their model predictions with experimental
data and a fair agreement was observed for the investigated systems, including PVC
polymerization. Subsequently, Kotoulas and Kiparissides (2006) further improved
the model described by Maggioris et al. (2000), incorporating the change in surface
tension due to conversion. The model was able to describe the evolution of the
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particle size distributions for styrene and VCM polymerizations.

Machado et al. (2000) employed a population balance modeling approach to
describe poly(styrene) particle size distributions. These authors employed previously
published coalescence and breakage rate models and used an orthogonal collocation
based discretization scheme to solve the population balance equation. The effects
of suspension rheology on the final particle size distribution were also analysed.

Kiparissides et al. (2004) and Kiparissides (2006) discussed some of the dif-
ficulties to describe particulate systems and suspension polymerizations through
population balance modeling. These publications provide overviews of the topic
and some perspectives on numerical methods used to solve population balances.

Alexopoulos and Kiparissides (2007) developed a population balance model
to represent the primary particle size distribution inside the polymerizing monomer
droplets in PVC polymerizations. The population balance model considered nu-
cleation, growth and aggregation of the primary particles. Through this modeling
approach, these investigators were able to determine the conversion at which massive
particle aggregation of primary particles occurs.

Bárkányi et al. (2013) developed a population balance model coupled with the
kinetic model from Sidiropoulou and Kiparissides (1990) to investigate the effect
of initiator distribution among the droplets on the mean conversion. The droplet
breakage and coalescence events were simulated with a Monte Carlo method. As
expected, it was found that non homogeneous distribution of initiator among the
droplets affected the conversion. More specifically, higher deviations from homo-
geneity resulted in lower mean conversions.

Kiparissides (2018) developed a multiscale modeling approach combining the
kinetic model developed previously by Kiparissides et al. (1997) and the population
balance model developed by Kotoulas and Kiparissides (2006) and Alexopoulos and
Kiparissides (2007). The author investigated several aspects of PVC polymerization,
including: the effects of operation variables on the particle size distributions and
grain porosity.

Koolivand et al. (2019) used a population balance model and a kinetic model
to represent the particle size distributions and MMD of polystyrene produced in
suspension polymerization. The effects of impeller rotation speed, chain transfer
agent, initiator and temperature were investigated. Given the predictive capabilities
of their model, the authors developed an optimization strategy to obtain tailored
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MMD and particle size distributions.

Kim et al. (2021) studied poly(methyl methacrylate) (PMMA) suspension
polymerization in a 1L reactor using a computational fluid dynamics (CFD) model
combined with population balances and reaction kinetics. More specifically, the
authors investigated different blade angles and their effects on the final particle size
distributions. It was found that higher blade angles resulted in smaller particles
due to the effect of increasing energy dissipation in the impeller zone. It was also
pointed out that higher blade angles generated inefficient mixing inside the reactor.

At this point, it is very important to emphasize that none of the previously
published studies investigated the performances of population balance models in
large-scale industrial PVC polymerization reactors. Particularly, it is not obvious
that models developed in the laboratory scale will perform well in the large scale,
because the flow conditions are not homogeneous and unavoidable spatial temper-
ature and concentration gradients can develop inside vessels of large dimensions
(Kiparissides, 2006; Kim et al., 2021). Besides, CFD models may not be sufficient
to represent these systems, as agreement has yet to be achieved regarding the cor-
rect functional forms of breakage and coalescence rate kernels. For these reasons,
population balance models are not scalable yet, in the sense that functional forms
and model parameters used to describe laboratory scale reactors are not necessarily
suitable to describe the phenomena that occur in much larger vessels. Finally, the
use of top condensers for removal of the reaction heat can generate new droplets
and introduce non-equilibrium mass and heat transfer effects that can impact the
performances of these models. Consequently, it can be relevant to investigate the
performance of population balance models in industrial scale suspension PVC poly-
merization reactors.

In the following sections, although some authors argue that suspension poly-
merization systems are not homogeneous in terms of mixing and rates of energy
dissipation (Alexopoulos et al., 2002; Kiparissides, 2006), the agitated vessels in-
vestigated in this work will be considered homogeneous, so that the suspension
properties will be assumed to be independent of position. Additionally, in order to
assure the scalability of the proposed model, proper parameter estimation proce-
dures will be employed to describe particle size distributions of polymer powders
produced in large scale reactors. In spite of the significant simplification imposed on
the model, it will be shown that the proposed strategy is capable of representing ac-
tual industrial data accurately, being useful for development of operation strategies
at plant site.
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2.3 Model Development

2.3.1 Kinetic Model

The PVC polymerization mechanism is based on a free radical polymerization
scheme that involves initiator decomposition, chain initiation, propagation, transfer
to monomer and bimolecular termination reactions. The kinetic mechanism assumed
in this study was originally proposed by Yuan et al. (1991) and is shown in Table 2.1.
More detailed models are available in the literature, if one is interested in more
detailed description of the molecular properties of the final product, including the
degree of branching and the tacticity distribution (Xie et al., 1991a; Xie et al., 1991b;
Xie et al., 1991c; Xie et al., 1991d; Xie et al., 1991e; Kiparissides et al., 1997).

Transfer to monomer plays an important role in controlling the polymer molar
mass (Abdel-Alim and Hamielec, 1972). Disproportionation is the major mode of
termination (Burgess, 1982). According to Park and Smith (1970), 75% of the
termination reactions are due to disproportionation and 25% by combination.

Table 2.1: Kinetic mechanism (Yuan et al., 1991).
Reaction Step Mechanism1

Initiator decomposition I
kd−→ 2I∗

Chain initiation I∗ + M
ki−→ R1

Propagation Rx + M
kp−→ Rx+1

Transfer to monomer Rx + M
ktm−−→ Px + R1

Termination by disproportionation Rx + Ry
ktd−−→ Px + Py

Termination by combination Rx + Ry
ktc−→ Px+y

1 R and P represent living and dead polymer chains, respectively.
I∗ and M represent the free radical and monomer, respectively.

2.3.2 Equilibrium Relationships

The suspension polymerization of VCM is a heterogeneous process due to the
low solubility of VCM in water. In addition, the polymer is also insoluble in its own
monomer. It is believed that the first polymer molecules precipitate at the onset
of the reaction (Yuan et al., 1991). At conversions x (Equation (2.1)) below 0.1%,
the polymerization reaction proceeds in the monomer-rich phase (Phase 1) only.
Following the definition of Sidiropoulou and Kiparissides (1990) and Kiparissides et
al. (1997), this stage of the reaction is called Stage 1. In this stage, the volume of
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Phase 1 is nearly the volume of the overall monomer. The first column of Table 2.2
describes the system composition at this stage.

x = p

mt + p
(2.1)

xs = φpρp

φpρp + (1 − φp)ρm

(2.2)

xf = xs

[
1

1 + m3+m4
m2

(1 − xs)

]
(2.3)

As the reaction proceeds, the polymer precipitated forms the polymer-rich
phase (Phase 2). The appearance of this polymer-rich phase characterizes the so
called Stage 2. Let xf represent the critical conversion (Equation (2.3)), then from
x > 0.001 to x ≤ xf , Phases 1 and 2 are in equilibrium, so that the concentrations
remain constant until xf is reached (Kiparissides et al., 1997). The fraction of
polymer in Phase 2 (Equation (2.2)) is temperature dependent according to the
Flory-Huggins interaction parameter (χ) (Xie et al., 1991a) (see Table 2.2) . This
stage is characterized by the agglomeration of small particles (domains) to originate
larger polymer particles (Yuan et al., 1991). As the conversion increases, the volume
of the polymeric phase increases and monomer from Phase 1 is transferred to Phase
2 to maintain the equilibrium. If the reaction is carried out at isothermal conditions,
the pressure of the reactor remains constant until xf .

When the critical conversion is surpassed, the monomer-rich phase disappears
and the reaction continues in the polymer-rich phase only (Stage 3) (Table 2.2).
This stage is characterized by the continuous drop of the reactor pressure, since the
monomer from the gas phase migrates to the polymer-rich phase. In this stage, the
polymerization reaction becomes diffusion controlled due to the decreasingly lower
mobility of the molecules.
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2.3.3 Mass Balances

The following mass balances are generalized to account for multiple initiators
(Equations (2.4)–(2.6)). Additionally, the initiator partition coefficient is also in-
cluded for the calculation of initiator distribution among the phases (Xie et al.,
1991a). Since the system under consideration is heterogeneous, the overall initia-
tor, monomer and polymer balances must account for the rates of consumption or
generation in both Phases 1 and 2 (Equations (2.6)–(2.8)).

Ik,1 = IkV1

V1 + kIV2
(2.4)

Ik,2 = Ik − Ik,1 (2.5)

dIk

dt
= −

2∑
j=1

kdk,jIk,j (2.6)

dM

dt
= −

2∑
j=1

kpj
Mj

Vj

λ0,j

Vj

Vj (2.7)

dP

dt
=

2∑
j=1

kpj
Mj

Vj

λ0,j

Vj

Vj (2.8)

2.3.4 Moment Equations

As any polymerization system deals with molecules of different chain lengths,
generating a chain length distribution (CLD), sometimes it becomes infeasible to
consider every individual chain length to describe the molar mass distribution
(MMD). In order to avoid the inconveniences of representing the whole MMD, the
method of moments can be applied as a means of describing the averages of the
MMD (Equations (2.9)–(2.14)). Compared to other MMD modeling approaches,
the method of moments is of considerable simplicity and allows the calculation of
the main polymer properties, which depend mostly on the number average molar
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mass (Mn) and the weight average molar mass (Mw) (Bachmann et al., 2016). Ac-
cording to Mastan and Zhu (2015), one of the major advantages of the method of
moments relies on the fact that it avoids solving a high number of mass balances
(one for each chain length). Nonetheless, the cost of doing so is the loss of the whole
MMD representation. The detailed development of the moment equations is given
in the Appendix A.

dλ0,j

dt
=

nk∑
k=1

2fk,jkdk,jIk,j − (ktcj + ktdj)
λ0,j

Vj

λ0,j

Vj

Vj (j = 1, 2) (2.9)

dλ1,j

dt
=

nk∑
k=1

2fk,jkdk,jIk,j + kpj
Mj

Vj

λ0,j

Vj

Vj + ktmj
Mj

Vj

(λ0,j − λ1,j)
Vj

Vj

− (ktcj + ktdj)
λ0,j

Vj

λ1,j

Vj

Vj (2.10)

dλ2,j

dt
=

nk∑
k=1

2fk,jkdk,jIk,j + kpj
Mj

Vj

(2λ1,j + λ0,j)
Vj

Vj + ktmj
Mj

Vj

(λ0,j − λ2,j)
Vj

Vj

− (ktcj + ktdj)
λ0,j

Vj

λ2,j

Vj

Vj (2.11)

dµ0

dt
=

2∑
j=1

[
ktmj

Mj

Vj

λ0,j

Vj

Vj +
(

ktdj + ktcj

2

)
λ0,j

Vj

λ0,j

Vj

Vj

]
(2.12)

dµ1

dt
=

2∑
j=1

[
ktmj

Mj

Vj

λ1,j

Vj

Vj + (ktcj + ktdj)
λ0,j

Vj

λ1,j

Vj

Vj

]
(2.13)

dµ2

dt
=

2∑
j=1

[
ktmj

Mj

Vj

λ2,j

Vj

Vj + ktcj

(
λ0,j

Vj

λ2,j

Vj

Vj + λ1,j

Vj

λ1,j

Vj

Vj

)
+ ktdj

λ0,j

Vj

λ2,j

Vj

Vj

]
(2.14)
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2.3.5 Reaction Rates

In order to model the effect of diffusion limitations on the reaction rates, Xie et
al. (1991a) made use of the Free Volume Theory (Vrentas and Duda, 1977; Bueche,
1962). The free volume is a measure of the impairment of mobility of the molecules.
Large free volumes indicate that the molecules can diffuse more freely and that
individual reaction rates are higher. Over the course of the reaction, as the polymer
fraction increases, the free volume diminishes considerably. The calculation of the
free volume takes into account the glass transition temperature of monomer and
polymer (Equations (2.15)–(2.19)) (Xie et al., 1991a; Fedors, 1979; Reding et al.,
1979; Ceccorulli et al., 1977).

Tg,m = 70.74 (2.15)

Tg,p = 87.1 − 0.132(T − 273.15) + 273.15 (2.16)

Vf,m = 0.025 + 9.98 × 10−4(T − Tg,m) (2.17)

Vf,p = 0.025 + 5.47 × 10−4(T − Tg,p) (2.18)

Vf = Vf,pφp + Vf,m(1 − φp) (2.19)

In the present study, kt and kp were taken from the works of Burnett and
Wright (1954) and Sidiropoulou and Kiparissides (1990), respectively. Burnett and
Wright (1954) also estimated a propagation rate constant, but the obtained value
seemed too high according to Ugelstad et al. (1973) and Si (2007). Their termina-
tion rate constant was also employed by Xie et al. (1991a). ktm was taken from
Abdel-Alim and Hamielec (1972). The termination rate constant in the polymer-
rich phase (Phase 2) was estimated based on the available data, considering that
non-equilibrium conditions might develop. In the rate equations presented below,
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Equations (2.20)–(2.38), the value of the universal gas constant R is already in-
cluded in the exponential term. The activation energies in the free volume parame-
ters A, B, Bf and C (E1, E2, E3 and E4)(Xie et al., 1991a) (Equations (2.35)–(2.38))
were estimated. It was also assumed that ktc = 0.25kt and ktd = 0.75kt (Park and
Smith, 1970).

If x ≤ xf

kt1 = 1.3 × 1012exp
(−2113.7

T

)
(2.20)

kt2 = ktref = kt1

F
(2.21)

kpj = kpref = 5.0 × 107exp
(−3320

T

)
(2.22)

ktmj = ktmref = 5.78exp
(−2768

T

)
kpj (2.23)

kdk,j = kdref,k = kd0,kexp
(−E0,k

T

)
(2.24)

ktdj = 0.75ktj (2.25)

ktcj = 0.25ktj (2.26)

fk,j = fref (2.27)

At conversions higher than xf , the reaction rates become diffusion controlled,
thus the reaction rates (Equations (2.28)–(2.34)) become dependent upon the free
volume and parameters A, B, Bf and C as described by Equations (2.35)–(2.38).
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If x > xf

kt2 = ktrefexp

(
−A

(
1
Vf

− 1
Vf,xf

))
(2.28)

kp2 = kprefexp

(
−B

(
1
Vf

− 1
Vf,xf

))
(2.29)

ktm2 = ktmrefexp

(
−B

(
1
Vf

− 1
Vf,xf

))
(2.30)

kp2f
1/2
k,2 =

(
kpreff

1/2
ref

)
exp

(
−Bf

(
1
Vf

− 1
Vf,xf

))
(2.31)

kdk,2 = kdk,refexp

(
−C

(
1
Vf

− 1
Vf,xf

))
(2.32)

ktd2 = 0.75kt2 (2.33)

ktc2 = 0.25kt2 (2.34)

A = 6.64 × 106exp
(−E1

T

)
(2.35)

B = 1.85 × 103exp
(−E2

T

)
(2.36)

Bf = 4.01 × 104exp
(−E3

T

)
(2.37)

30



C = 477exp
(−E4

T

)
(2.38)

2.3.6 Polymer Properties

The main properties used to describe the polymer quality are the number av-
erage molar mass (Mn), weight average molar mass (Mw) and the K-Value (V K),
Equations (2.39), (2.40) and (2.41), respectively. The V K is a measurement of
the viscosity of dilute polymer solutions made in standard experimental conditions
(Burgess, 1982). This variable is used to make inferences about the polymer molecu-
lar mass. Moreover, it specifies the different PVC grades produced. Equation (2.41)
was fitted with data from Skillicorn et al. (1993) as reported by Abi-Ramia (2012)
and Castor (2014).

Mn = MMm

∑2
j=1 λ1,j + µ1∑2
j=1 λ0,j + µ0

(2.39)

Mw = MMm

∑2
j=1 λ2,j + µ2∑2
j=1 λ1,j + µ1

(2.40)

V K = 0.8482Mw0.385611 (2.41)

In addition to Equations (2.1)–(2.41), the constitutive relationships and pa-
rameters in Table 2.3 were used to calculate the physical and suspension properties.
Data regarding three industrial grade formulations (F1, F2 and F3), as described
in Tables 2.4 and 2.5, were used for parameter estimation. Regarding the surface
tension, the system VCM/water surface tension is 32 mN m−1 (Nilsson et al., 1985).
However, this work assumed that the data regarding the system MMA/water/PVA
studied by Lazrak et al. (1998) represents well the system VCM/PVA/Water in the
range of PVA concentrations employed in this study.
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Table 2.4: Data used for parameter estimation.
Component/Condition 1 F1 F2 F3

Φ[-] 0.49 0.41 0.41
Initiator 01 [kg] 18.75 0 0
Initiator 02 [kg] 0 6.38 8.29
Initiator 03 [kg] 0 9.64 6.90
Initiator 04 [kg] 0 9.38 11.54
Cpva [kg m−3] - - -

Impeller diam., L [m] - - -
Rotation, N∗ [Hz] - - -

Reactor vol., Vt [m3] - - -
Final conv., x[%] 87 84 90

Final K-Value, V K[-] 67 59 57
1 PVA concentration, impeller diameter, rotation and reactor volume were omitted due to confi-
dentiality reasons.

Table 2.5: Parameters in the initiator decomposition rate constant 1.
Name 2 kd0 E0

Initiator 01 (k = 1) 1.52 × 1014 13888.60
Initiator 02 (k = 2) 7.09 × 1014 14865.28
Initiator 03 (k = 3) 1.83 × 1015 14728.17
Initiator 04 (k = 4) 2.84 × 1015 15436.61

1 Units are given in the list of symbols. 2 Names were omitted due to confidentiality reasons.

2.3.7 Population Balance Model

A detailed derivation of the population balance model based on different prin-
ciples was presented by Solsvik and Jakobsen (2015). The population balance model
employed in the present study is shown in Equation (2.42) (Valentas et al., 1966;
Valentas and Amundson, 1966; Coulaloglou and Tavlarides, 1977). According to
this representation, N(ϑ) represents the number of droplets of mass ϑ; kc(ζ, ϑ) rep-
resents the coalescence rate constant of droplets with masses ζ and ϑ, respectively;
kb(ϑ) represents the breakage rate constant of droplets of mass ϑ; β(ζ, ϑ) is the
daughter droplet distribution, representing the probability of a droplet of mass ϑ to
be obtained from the breakage of a droplet of mass ζ; γ(ζ) is the number of daughter
droplets resulting from the breakage of droplet of mass ζ; and Vs is the suspension
volume (Vt −V4). Therefore, the first term on the right-hand side of Equation (2.42)
represents the appearance of droplets of mass ϑ due to coalescence of smaller ones.
By analogy, the second term represents the disappearance of droplets of mass ϑ due
to coalescence with other droplets. Finally, the third term represents the appear-
ance of droplets of mass ϑ due to the breakage of bigger droplets and the last term
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represents the disappearance due to breakage. This balance has no inlet and outlet
terms since we are dealing with a batch reaction system.

dN(ϑ)
dt

= 1
2

∫ ϑ

0
kc(ζ, ϑ − ζ)N(ζ)

Vs

N(ϑ − ζ)
Vs

Vsdζ −
∫ ∞

0
kc(ζ, ϑ)N(ζ)

Vs

N(ϑ)
Vs

Vsdζ

+
∫ ∞

ϑ
kb(ζ)β(ζ, ϑ)γ(ζ)N(ζ)

Vs

Vsdζ − kb(ϑ)N(ϑ)
Vs

Vs (2.42)

In addition to Equation (2.42), the following restriction (Equation (2.43)) must
me satisfied in order to conserve the mass after breakage (Kotoulas and Kiparissides,
2006):

∫ ζ

0
ϑγ(ζ)β (ζ, ϑ) dϑ = ζ (2.43)

The breakage and coalescence rate models used in the present work were pro-
posed by Coulaloglou and Tavlarides (1977) and used by Hsia and Tavlarides (1980,
1983) (Equations (2.44) and (2.45)). After breakage, it is assumed that two unequal
droplets are formed, so that γ(ζ) = 2 (binary breakage). The daughter droplet
distribution, Equation (2.46), was proposed by Mikos et al. (1986). In Equation
(2.46), ϑ̄ = ζ

γ(ζ) and σβ = 0.4ϑ̄. In the original paper, these rates were expressed
in terms of droplet volume. However, in Equation (2.42) the rates are dependent
on the droplet mass variable. Since mass is proportional to volume for a spherical
droplet, the exponents of the mass variable were kept the same, cf. Equations (2.44)
and (2.45). The parameters c1, c2, c3 and c4 depend on the selected internal variable
and will be estimated with actual plant data.

kb
′(ζ) = c1ζ

−2/9 N∗L2/3

1 + Φ exp

(
−c2

σ(1 + Φ)2

ρdζ5/9N∗2L4/3

)
(2.44)

kc
′(ζ, ϑ) = c3

(
ζ1/3 + ϑ1/3

)2 (
ζ2/9 + ϑ2/9

)1/2 N∗L2/3

1 + Φ ×

exp

−c4
ηcρc

σ2
N∗3L2

(1 + Φ)3

(
ζ1/3ϑ1/3

ζ1/3 + ϑ1/3

)4 (2.45)
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β(ζ, ϑ) = 1
σβ

√
2π

exp

−

(
ϑ − ϑ̄

)2

2σ2
β

 (2.46)

Equations (2.44) and (2.45) were proposed for a non-reacting system, although
the polymerization of VCM constitutes a reacting system, so that the properties and
morphology of the droplets change with the increase of conversion. As a matter of
fact, the morphology of polymerizing PVC droplets has been extensively studied.
For instance, Darvish et al. (2015) presented a detailed literature review on the
morphology of PVC particles produced through suspension technologies. As de-
scribed before, since PVC is insoluble in its monomer, the first PVC molecules
precipitate to form microdomains with average diameters around 10 nm Darvish et
al. (2015). Afterwards, these unstable particles aggregate to form primary particles
nuclei (domains). For conversions between 0.1 and 1% these domains aggregate to
form primary particles Smallwood (1986). It was observed that after 30% conversion
the mean droplet diameter of the suspension remains constant independently of the
stirring speed (Máriási, 1986; Guo et al., 2017). This occurs because the droplet
becomes rigid. In order to account for this effect in the model, the Equations (2.44)
and (2.45) were modified in the form of Equations (2.47) and (2.48).

kb(ζ) =


kb

′(ζ)
(
1 − x

0.3

)2
if x ≤ 0.3

0 otherwise
(2.47)

kc(ζ, ϑ) =


kc

′(ζ, ϑ)
(
1 − x

0.3

)2
if x ≤ 0.3

0 otherwise
(2.48)

By discretizing the internal variable mass as ζi = i∆ζ, i = 1, ..., nc with ∆ζ =
ζmax/nc, the following set of differential equations can be obtained (Equations (2.49)
and (2.50)). This discretization approach is based on the mean value theorem (MI
approach) on number frequency (Kumar and Ramkrishna, 1996). Hidy (1965) and
Gelbard and Seinfeld (1979) used similar approaches to solve population balances.
It is worth to mention that, in the present model, if ζl + ζi > ζmax then kc(ζl, ζi) = 0
to avoid forming particles with masses outside of the discretization range. In the
present work, nc = 100 was used to generate the discretization grid.
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dN(ζi)
dt

= 1
2

i−1∑
l=1

kc(ζl, ζi−l)
N(ζl)

Vs

N(ζi−l)
Vs

Vs −
nc∑

i=1
kc(ζl, ζi)

N(ζl)
Vs

N(ζi)
Vs

Vs

+
nc∑

l=i+1
kb(ζl)β(ζl, ζi)γ(ζl)

N(ζl)
Vs

Vs − kb(ζi)
N(ζi)

Vs

Vs (2.49)

i∑
l=1

ζlγ(ζi)β(ζi, ζl) = ζi (2.50)

Finally, assuming that the particles are of spherical shape, the particle and
droplet diameters can be calculated as Equations (2.51) and (2.52). Equation (2.53)
was proposed by assuming that the PVC particles are spherical and a bed of these
particles has a porosity of 40%. Since at x ≤ xf the droplet has monomer and
polymer, in this range of conversion ϵ = ϵf if ϵm > ϵf ; otherwise, ϵ = ϵm. Equation
(2.55) represents the Sauter mean diameter (d32) which is an average diameter.

dp,i =
[

6xζi

(1 − ϵ)ρpπ

]1/3

(2.51)

dd,i =
(

6ζi

ρdπ

)1/3

(2.52)

ϵf = 0.4 + 0.6 (1 − φp) (2.53)

ϵm =
1−x
ρm

1−x
ρm

+ x
ρp

(2.54)

d32 =
∑nc

i=1 N(ζi)d3
i∑nc

i=1 N(ζi)d2
i

(2.55)
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2.3.8 Initial Condition

In order to solve the model equations, a set of initial conditions is required.
For the component balances, the data in Table 2.4 was employed. The initial droplet
size distribution was assumed to follow the Gaussian distribution (Equation (2.56)).
In Equation (2.56), σ2

0 = 3.0 × 10−10 and ζ̄ = 1.25 × 10−9, in accordance with avail-
able plant data. The system of differential-algebraic equations was solved with the
DASSL solver (Petzold, 1982) in a Fortran environment.

N0(ζi) = Ωi√
2πσ2

0

exp

−

(
ζi − ζ̄

)2

2σ2
0

 (2.56)

2.4 Results and Discussion

2.4.1 Estimation of Kinetic Parameters

The Particle Swarm Optimization Algorithm (PSO)(Kennedy and Eberhart,
1995; Schwaab et al., 2008) was used to solve the optimization problem (Equation
(2.57)) to estimate the kinetic parameters. The total swarm size was 30 and the
hyperparameters were the same proposed by Schwaab et al. (2008). The inferior
and superior limits of the search region are shown in Table 2.6. By solving the
optimization problem, the kinetic parameters in Table 2.6 were obtained. In com-
parison to the parameters described by Xie et al. (1991a), the estimated values
were very similar to the published values, which is very consistent, and the largest
correction regarded E3, which is related to initiator efficiency. This can be related
to the fact that the initiator systems employed in the present work were different
from those used by Xie et al. (1991a). Comparisons between model response and
experimental data are shown in Figures 2.3 and 2.4. In Figure 2.3, the model pre-
diction of the pressure dynamics for the three formulations is impressive. The model
is also able to predict the final conversion accurately. In industrial environments,
operators use the pressure variable to make inferences about the conversion since
gravimetric analyses are time consuming. The accuracy that the model has shown
representing the pressure and conversion data, make it suitable for the development
of process control and monitoring studies in future works. The gray and orange
shadowed areas in Figures 2.3 and 2.4 represent the ranges of conversion x ≤ xf and
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x > xf , respectively. The identification of this critical conversion is very important
for the polymerization of PVC since it defines the point where the monomer starts
to migrate from the gaseous phase to the polymer-rich phase causing a drop in re-
actor pressure. The increase in pressure near the end of the polymerization runs in
Figure 2.3 parts A and C is a consequence of the increase in temperature as shown
in Figure 2.4 parts A and C. This is a common practice used in industry to cause
an increase in conversion called ”heat-kick” (Tacidelli et al., 2009).

min
E1,E2,E3,E4

3∑
i=1

(V Ki − V Ki,exp

V Ki,exp

)2

+
(

xi − xi,exp

xi,exp

)2

+
∑(

Zt,i − Zt,i,exp

Zt,i,exp

)2


(2.57)

Subject to:
Dynamic model

Table 2.6: Search region and estimated parameters.
E1 E2 E3 E4

Inferior limit 1000 500 1000 500
Superior limit 7000 5000 10000 5000
This work 1 4850 2450 4081 2681
Xie et al.
(1991a)

4986 2595 3464 2291

1 Units are given in the list of symbols.

In Figure 2.4, the temperatures and V K of the three formulations are shown.
In this case, the temperature data profiles were used as model inputs in the pa-
rameter estimation strategy because the model presented in this work does not
contemplate an energy balance so far. The obtained fits of V K can be regarded as
very satisfactory. As expected, it is possible to observe that the V K of the resin
varies inversely with temperature which shows the model consistency once again.

To conclude this section, Figure 2.5 shows a plot of suspension viscosity and
surface tension for one the studied industrial grade formulations. In Figure 2.6, the
polymerization rate (Rpol) and the amount of heat released (Q̇ = −Rpol∆H) due to
the reaction are shown. It is possible to notice that as the reaction time is decreased
(from F3 to F1), the peak in heat generated becomes steeper which means that the
cooling system needs to operate close to its maximum capacity. In fact, this is one
of the main challenges in increasing the process productivity as discussed in the
introduction.
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Figure 2.3: Reactor pressure and monomer conversion obtained experimentally and
predicted by the proposed model. (A) F1, (B) F2 and (C) F3. Gray and orange
shadowed areas represent the ranges of x ≤ xf and x > xf , respectively.

Figure 2.4: Values of VK obtained experimentally and predicted by the proposed
model. (A) F1, (B) F2 and (C) F3. Gray and orange shadowed areas represent the
ranges of x ≤ xf and x > xf , respectively.
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Figure 2.5: Variation of suspension properties in F1.

Figure 2.6: Polymerization rate and heat released in the three industrial grade
formulations.
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2.4.2 Estimation of Breakage and Coalescence Parameters

In the present work, two reactor types were considered. The formulation 1 (F1)
was carried out in a reactor equipped with a reflux condenser on its top, while the
second and third formulations (F2 and F3) were carried out in a reactor equipped
only with a cooling jacket for temperature control. The top reflux condenser can
significantly affect the particle nucleation mechanism (as a flow of cold monomer is
continuously fed into the reactor) and the rates of breakage and coalescence inside
the vessel. For instance, Cheng and Langsam (1985) observed coarsening of the
particle size distribution when a top reflux condenser was used in their experiments.
Moreover, these authors also found that the percentage of coarse particles was pro-
portional to the reflux rate and this effect became negligible when the operation of
the top reflux condenser was initiated after conversion of 30%, when the polymer
particle approached the particle identification point, i.e., when droplet breakage
and coalescence cease. Therefore, the parameter estimations were performed for
each type of reactor independently. Two types of data were available for the present
study: sieve tests and distributions obtained by laser scattering (Mastersizer 3000,
Malvern Penalytical, UK). More specifically, the sieve tests for the three formula-
tions were available whereas the particle size distributions by laser scattering were
available only for F1 and F2 (due to internal regulations, the laser scattering tests
were about to be replaced by sieve tests). In order to perform the parameter estima-
tion, the problem 2.58 was solved with the PSO algorithm (Eberhart and Kennedy,
1995; Schwaab et al., 2008) with the same parameters employed previously, except
the search region, obviously. In Equation 2.58, ξ represents the final cumulative par-
ticle size distribution. The estimated parameters were c1, c2, c3 and c4 in Equations
(2.47) and (2.48).

min
c1,c2,c3,c4

∑(
ξi − ξi,exp

ξi,exp

)2

(2.58)

Subject to:
Dynamic model

The parameter sets PS1 and PS2 in Table 2.7 were estimated based on laser
scattering data provided by industrial runs F1 and F2. The obtained fits are shown
in Figure 2.7. According to the figure, these two parameter sets can represent the
available industrial data accurately, which illustrates the flexibility of the proposed
modeling approach. Even though it is tempting to compare the estimated parameter
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Table 2.7: Search region and estimated parameters in the breakage and coalescence
rate equations.

Parameter Set1 c1 c2 c3 c4

Inferior limit 1.0 × 10−7 1.0 × 10−1 1.0 × 10−5 1.0 × 105

Superior limit 1.0 × 10−1 1.0 × 102 1.0 × 10−10 1.0 × 1010

PS1 7.05 × 10−4 2.85 × 101 8.51 × 10−8 1.78 × 107

PS2 7.10 × 10−4 2.88 × 101 1.56 × 10−8 1.22 × 107

Coul. and Tav. (1977) 2 8.67 × 10−2 1.75 × 10−3 5.90×10−10 1.83 × 1013

1 Units are given in the list of symbols. 2 The units in Coulaloglou and Tavlarides (1977) were
converted to match the units used in the present work.

sets with the values reported by Coulaloglou and Tavlarides (1977), such a compar-
ison may not be informative due to four main reasons. Firstly, in their original
work, the authors represented the breakage, coalescence and daughter droplet dis-
tributions in terms of droplet volume, as discussed previously. Secondly, the vessel
employed in their study had only 12 L, while the industrial vessels considered in the
present work have tens of cubic meters. Thirdly, a different system was employed
in their study (water-kerosene-dichlorobenzene). Lastly, these investigators worked
with very dispersed systems, where 0.025 ≤ Φ ≤ 0.15; so that Φ was significantly
smaller than the values used in the present work (Φ ≈ 0.5)

Figure 2.7: Experimental and simulated final cumulative particle size distributions
obtained with parameters shown in Table 2.7.
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In spite of that, as c1 and c3 represent the frequencies of breakage and co-
alescence, respectively; and c2 and c4 represent the efficiencies of breakage and
coalescence, respectively; it can be noticed that the breakage efficiencies in the two
polymerization reactors are very similar. Additionally, the breakage frequency in
the reactor equipped with a top reflux condenser is also very similar to its counter-
part in the reactor without a top reflux condenser, which puts in evidence the fact
that the breakage mechanism in both vessels is very similar. Moreover, just to put
it into perspective, the breakage efficiency proposed by Coulaloglou and Tavlarides
(1977) is nearly four orders of magnitude greater than the breakage efficiencies in
the industrial reactors (pay attention to the negative sings of the exponential terms
in Equations (2.44) and (2.45)) whereas the breakage frequency is two orders of
magnitude higher. This can be attributed to the small hold up in the smaller reac-
tor, which favors breakage (Alvarez et al., 1994; Narsimhan et al., 1979; Coulaloglou
and Tavlarides, 1977) and the fact that the smaller reactor is more homogeneous
and have less stagnation zones. Furthermore, regarding the industrial reactors, the
coalescence efficiency in the polymerization reactor with a top reflux condenser is
smaller even tough the coalescence frequency is higher. This can be attributed to
the effect of the top reflux condenser on the rates, as discussed previously. The
coalescence efficiencies in the polymerization reactors are notably higher (6 orders
of magnitude) than the efficiencies in the vessel from Coulaloglou and Tavlarides
(1977), which can be attributed to larger hold up and volume also discussed pre-
viously. The coalescence frequencies in the polymerization reactors are two orders
of magnitude higher than that in the smaller vessel. To the best of our knowledge,
this has never been discussed in the polymerization literature.

In Figure 2.8, the droplet breakage rate constant for different hold up frac-
tions and calculated with parameters PS1 is plotted against the droplet diameter
at zero conversion. It can be seen that larger droplets are more prone to break-
age, as expected. Additionally, as the hold up increases the breakage rate constant
decreases which is a very known effect according to the literature (Alvarez et al.,
1994; Narsimhan et al., 1979; Coulaloglou and Tavlarides, 1977). In Figure 2.9, the
coalescence rate constant calculated with parameters PS1 is shown. According to
this set of parameters, the highest coalescence rate constants are obtained between
large and small droplets. On the other hand, the smaller droplets are less likely to
coalesce with other small droplets. Furthermore, as the hold up fraction increases,
the coalescence rate constant of droplets of intermediate sizes also increases. The
coalescence rate constant plotted is symmetrical around the secondary diagonal of
the plot, as expected, since kc(ζ, ϑ) = kc(ϑ, ζ). As discussed in the development of
the population balance model, the coalescence rate of droplets with masses ζ and
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ϑ such that ζ + ϑ > ζmax is zero because it would result in particles with masses
outside the discretization range. This is the reason why the upper part of the plots
are ignored.

Figure 2.8: Breakage rate constant (ηc = 5 × 10−4 Pa s, ρd = 840 kg m−3, σ =
4.0 × 10−3 N m−1) for different dispersed phase volume fractions calculated with
parameter set PS1.

In order to emphasize the difference in coalescence rates due to cold monomer
refluxing, in Figure 2.10 the coalescence rate constant calculated with parameters
PS2 is shown. In this case, a much more uniform profile is observed where the
coalescence rate of large and small droplets is nearly the same of droplets of inter-
mediate sizes. Based on the colorbars of the Figures 2.9 and 2.10 it is possible to
affirm that the coalescence rate constant in the reactor equipped with a top reflux
condenser is roughly 5 times higher than its counterpart in the reactor without cold
monomer refluxing.

In Figure 2.11, it is shown the experimental and predicted sieve data for the
three formulations. Even though the parameters sets PS1 and PS2 were estimated
with the laser scattering data, these sets of parameters also represent the sieve
data with remarkable accuracy, specially F1 and F3. The sieve data in F2 shows a
slightly lower average than the model prediction, this can be attributed to additional
breakage that occurs due to the shaking of the equipment during the test.
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Figure 2.9: Coalescence rate constant (ηc = 5 × 10−4 Pa s, ρd = 840 kg m−3,
σ = 4.0 × 10−3 N m−1) for different dispersed phase volume fractions calculated
with parameter set PS1.

Figure 2.10: Coalescence rate constant (ηc = 5 × 10−4 Pa s, ρd = 840 kg m−3,
σ = 4.0 × 10−3 N m−1) for different dispersed phase volume fractions calculated
with parameter set PS2.
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Figure 2.11: Experimental and simulated sieve data with the parameters in Ta-
ble 2.7.

2.4.3 Effect of Process Variables

To be useful at the plant site, the proposed model must be able to represent the
effect of operation variables on the final product properties. For this reason, in the
present section, the effect of perturbations on particle properties is investigated. Ac-
cording to Figure 2.12, when the rotation speed is reduced by 10%, d32,p is increased
by about 11% in operation conditions F1. On the other hand, an increase of 10%
in impeller rotation causes a decrease of 8.7% in d32,p. Regarding F2, d32,p increases
13.6% when the impeller speed drops by 10% and decreases by 10% when impeller
rotation increases 10%. In the studied conditions, the magnitude of the change in
impeller rotation causes similar changes in the particle mean diameter. However,
since the formulations are different, i.e., different amounts of PVA, temperature,
initiator and dispersed phase fraction, it becomes difficult to analyse the effect of
the impeller speed on the rates solely. Additionally, the relationships between these
variables in the rate equations is nonlinear. Consequently, to compare the rates and
their effects on both reactors, it would be necessary that the same formulations be
produced on each of them.

The model predictions appear to be less sensitive to changes in PVA concentra-
tion. Still regarding Figure 2.12, decreasing the PVA concentration by 50% causes a
14.4% increase in d32,p in F1. Additionally, an increase of 50% causes a 7% decrease
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in d32,p. With respect to F2, the 50% decrease in PVA causes 19.3% increase in
d32,p and an increase of 50% causes 10% decrease in d32,p. The influence of PVA
concentration might be underestimated/overestimated because the model does not
consider the degree of hydrolysis in the equation that represents the surface tension
(σ), see Table 2.3.

Figure 2.12: Effect of impeller rotation and PVA concentration on particle size
distribution in F1, (A) and (B), respectively. Effect of impeller rotation and PVA
concentration on particle size distribution in F2, (C) and (D), respectively.

2.4.4 Evolution of Mean Particle and Droplet Diameters

In Figures 2.13 and 2.14, it is shown the evolution of droplet and particle
mean diameters for the conditions studied in the previous section, respectively. Ad-
ditionally, the results are compared with those obtained in formulations F1 and F2.
Regarding Figure 2.13, the beginning of the reaction is marked by strong droplet
coalescence. Then the breakage mechanism becomes predominant until 30% conver-
sion. The transition from pink to gray in these figures marks the point where 30%
conversion is surpassed. At this point, the polymerizing monomer droplets become
rigid and are not prone to breakage and coalescence according to the present model.
It is possible to notice a decrease in droplet diameter as conversion advances. In
fact, this is a consequence of the increasing droplet density, as the fraction of poly-
mer increases and the density of PVC is higher than that of VCM. This shrinking
phenomena continues until the end of the reaction when x > xf . In Figure 2.14, it
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Figure 2.13: Evolution of Sauter mean diameter of the droplets . Effect of impeller
rotation and PVA concentration in F1, (A) and (B), respectively. Effect of impeller
rotation and PVA concentration in F2, (C) and (D), respectively. Pink, gray and
orange shadowed areas represent the ranges of conversion x ≤ 30%, 30 < x ≤ xf

and x > xf , respectively.

Figure 2.14: Evolution of Sauter mean diameter of the particles . Effect of impeller
rotation and PVA concentration in F1, (A) and (B), respectively. Effect of impeller
rotation and PVA concentration in F2, (C) and (D), respectively. Pink, gray and
orange shadowed areas represent the ranges of conversion x ≤ 30%, 30 < x ≤ xf

and x > xf , respectively.
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is possible to observe that the particle size increases with conversion, as expected,
due agglomeration of primary particles to form the agglomerates, in accordance with
Xie et al. (1991a) and Cebollada et al. (1989). The slight decrease d32,p is a conse-
quence of the decrease in particle porosity as monomer is consumed and the particle
becomes denser.

2.5 Concluding Remarks

In the present chapter, a model was built and implemented to represent the
trajectories of mass inventories, pressures and polymer properties, with emphasis on
the final particle size distributions in industrial scale PVC suspension polymerization
reactors for the first time. It was shown that, after proper parameter estimation, the
model is able to represent the operation of industrial scale reactors and describe the
final particle size distributions, as measured through sieve tests and laser scattering
analyses. Even tough turbulence homogeneity was assumed in the entire vessel,
the obtained model predictions can be regarded as very good. Particularly, it was
shown for the first time that the frequency and efficiency of breakage in the reactor
equipped with a top reflux condenser were very similar to their counterparts in the
reactor without a reflux condenser. However, the coalescence frequency was larger
in the reactor with a top reflux condenser, which emphasizes that refluxing cold
monomer to the vessel favors coalescence and tends to result in larger particles.

List of Abbreviations

Abbreviation Meaning
CAGR Compound Annual Growth Rate
CFD Computational Fluid Dynamics
CLD Chain Length Distribution
MMA Methyl Methacrylate
MMD Molar Mass Distribution
PE Poly(ethylene)
PMMA Poly(methyl methacrylate)
PP Poly(propylene)
PVA Poly(vinyl alcohol)
PVC Poly(vinyl chloride)
PSO Particle Swarm Optimization
VCM Vinyl Chloride Monomer
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List of Symbols

Symbol Meaning
A Free volume parameter used in kt equation [-]
B Free volume parameter used in kp equation [-]
Bf Free volume parameter used in kp2f

1/2 equation [-]
C Free volume parameter used in kd equation [-]
c1, c2, c3, c4 Empirical constants [-]
Cpva PVA concentration [kg m−3]
dp Particle diameter [m]
dd Droplet diameter [m]
d32 Sauter mean diameter [m]
E1, E2, E3, E4 Activation energies in the free volume parameters [K]
f Initiator efficiency [-]
I Initiator [kmol]
ks Monomer solubility [kg kg−1]
kI Initiator partition coefficient [-]
kc Coalescence rate constant [m3 s−1]
kb Breakage rate constant [s−1]
kp Propagation rate constant [m3 kmol−1 s−1]
kd Initiator decomposition rate constant [s−1]
ktm Transfer to monomer rate constant [m3 kmol−1 s−1]
kt Termination rate constant [m3 kmol−1 s−1]
ktc Termination by combination rate constant [m3 kmol−1 s−1]
ktd Termination by disproportionation rate constant [m3 kmol−1 s−1]
L Impeller diameter [m]
m Monomer [kg]
M Monomer [kmol]
MM Molar mass [kg kmol−1]
Mn Number average molar mass [kg kmol−1]
Mw Weight average molar mass [kg kmol−1]
nk Number of initiators [-]
nc Number of mass classes [-]
N Number of droplets [-]
N∗ Impeller rotation speed [Hz]
p Polymer [kg]
P Polymer [kmol]
Q̇ Heat released by the reaction [kJ s−1]
R Ideal gas constant [m3 Pa kmol−1 K−1]
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Rpol Polymerization rate [kmol s−1]
t Time [s]
T Temperature [K]
Tg Glass transition temperature [K]
V Volume [m3]
Vs Suspension volume [m3]
V K K-Value [-]
Vf Free volume [-]
Vf,xf

Free volume at x = xf [-]
x Conversion [-]
xf Critical conversion [-]
y Volume fraction [-]
w Water [kg]
Z Pressure [Pa]
Subscripts
j Relative to phase j

1 Relative to phase 1 (monomer-rich)
2 Relative to phase 2 (polymer-rich)
3 Relative to phase 3 (aqueous phase)
4 Relative to phase 4 (gaseous phase)
m Monomer
p Polymer
w Water
s Suspension
d Dispersed phase
c Continuous phase
t Total
k Initiator type (k = 1, ..., nk)
Greek symbols
∆H Enthalpy of reaction [kJ kmol−1]
ϵ Porosity [-]
λq qth order living polymer moment [kmol]
µq qth order dead polymer moment [kmol]
φp Polymer volume fraction in phase 2 [-]
φp,d Polymer volume fraction in the dispersed phase [-]
Φ Dispersed phase volume fraction [-]
χ Flory-Huggins interaction parameter [-]
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η Viscosity [Pa s]
[η] Intrinsic viscosity [m3 kg−1]
ρ Density [kg m−3]
β Daughter droplet distribution [-]
ζ, ϑ Droplet mass [kg]
σ Surface tension [N m−1]
σ2

0 Variance [kg2]
Ωi Total mass of particles of mass i [kg]
ξ Particle size distribution [-]
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Chapter 3

Literature Review and Theoretical
Foundations

This chapter presents a comprehensive literature review of the state-of-the-art
in continuous suspension polymerization and Oscillatory Baffled Reactors (OBR).
Regarding continuous suspension polymerization, it is shown that very few works
are found in the open literature. This can be mainly attributed to the inherent
technological problems that pertain this subject. Concerning OBR technology, an
attempt is made to offer a chronological perspective of the field, initially focusing
on the works that laid down the theoretical foundations for the development of
this technology. For the sake of conciseness, the OBR section was divided into
six subsections: oscillatory flow mixing, heat transfer, power dissipation, droplet
size distributions, scale-up, and applications to suspension polymerizations. The
reader must be aware that throughout this chapter, the terms Oscillatory Baffled
Reactor, Oscillatory Flow Reactor (OFR), Oscillatory Baffled Column (OBC), and
Oscillatory Baffled Tube (OBT) will be used interchangeably. The choice of the
term will depend on the preference of the author being reviewed. Attention must
also be paid to the fact that the acronym OBR itself is insufficient to describe the
equipment studied since there are different baffle types, configurations, geometries,
and operation modes. Consequently, when discussing specific works, emphasis will
also be given to the extra information that characterizes the device. Naturally, this
review tries to reach a compromise between what is necessary to understand the
OBR and what is relevant to this Thesis. As such, the works were selected based
on this criterion.
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3.1 Continuous Suspension Polymerization

To the best of our knowledge, no commercial industrial process is currently
available to produce suspension polymers in continuous mode. In addition, few
articles and patent applications explore this topic, as recently reviewed by Lima et
al. (2023). Particularly, the scarce patent documents are mostly focused on the
polymerization of vinyl chloride.

Shanta (1954) disclosed a device for conducting continuous polymerization
of vinyl monomers such as vinyl acetate, acrylonitrile, methyl methacrylate,
dichlorostyrene, and styrene. The reaction device comprised a cylindrical vessel
with a height larger than the diameter and an extension of a smaller diameter. The
agitation of the suspension was guaranteed by the use of a stirrer and bubbling inert
gas from the bottom of the device. Furthermore, a cooling jacket was employed to
guarantee the control of the temperature.

Stark (1961) disclosed a system formed by a series of connected vessels to
carry out the continuous suspension polymerization of vinyl monomers. According
to the author, the number of vessels should range from 5 to 10. The reactor contents
should flow by gravity from one vessel to another, and each vessel should contain an
independent stirring device to ensure homogeneity. To avoid clogging, the author
recommends using an inert gas stream in the first vessel to ensure that the system
pressure is higher than the vapor pressure of the reacting mixture. Consequently,
the gas flow rate should guarantee the suspension flow in the whole system.

Krause and Wolf (1966) presented a rotationally symmetrical device to perform
the continuous emulsion or suspension polymerization of unsaturated monomers,
including vinyl chloride and vinyl acetate. The apparatus consisted of a vertical
tower with a central shaft and discs attached. The discs were separated from the
walls by narrow annular openings. The system was designed to avoid backmixing
among the spaces between two consecutive discs (chambers).

Wolf and Goetze (1975) disclosed a very complex device that comprised a
vertical tower where a vertical shaft was installed. This tubular reacting space was
additionally divided into chambers. These chambers were connected by openings
in the separating elements. Each chamber was equipped with ring pipelines which
were connected by the opposite sides of the chamber.

64



Hatate et al. (1981) studied the effects of ultrasonic irradiation on the in-
teraction among droplets and the reactor walls in batch and continuous mode in
styrene suspension polymerization. The authors found that ultrasonic irradiation
prevented agglomeration and sticking of droplets to the reactor walls in the range of
analyzed operational conditions. These results were particularly interesting because
droplet deposition on the walls can impair the continuous operation of these pro-
cesses. Despite that, this technology has not gained widespread use, possibly due
to the high costs of ultrasonic irradiation devices. In a posterior work, Hatate et al.
(1984) employed a Monte Carlo method to investigate the continuous suspension
polymerization of styrene.

Klippert et al. (1984) described a device comprising three zones for vinyl chlo-
ride polymerization. The first zone was a vertical tank where monomer conversions
should attain values around 10 wt%. The last two zones were constituted by tubular
reactors with length to diameter ratio of at least 4. The authors emphasized the
absence of internals in the tubular reactors and the operation in plug flow regime
to avoid incrustation and to achieve narrow particle size distributions, respectively.

Pinto (1990) investigated the dynamic behavior of continuous vinyl chloride
suspension polymerization. The author developed a simple dynamic model and iden-
tified ranges where complex phenomena, including the development of limit cycles
and steady-state isolas, might occur in adiabatic and non-adiabatic reactors. The
effects of operation parameters, such as residence time and heat exchange coefficient,
on the observed complex nonlinear responses were investigated.

Dowding et al. (2000) investigated the continuous suspension polymerizations
of divinylbenzene in a continuous tubular reactor. The authors argued that using a
reactor made of poly(tetrafluoroethylene) might allow the minimization of fouling.
Additionally, the use of additives to increase the density of the organic phase might
also mitigate fouling. Compared to samples obtained in batch mode, the particle size
distributions of the particles obtained in continuous mode were narrower. Similar
results were obtained in a posterior work by Dowding et al. (2001), where the
emulsion feed was prepared with the help of a purpose-built cross-flow membrane.

Liu et al. (2011) studied the polymerization of butyl acrylate in a coaxial capil-
lary microreactor. The authors emphasized the improvements in polymer properties,
such as the molar mass distribution, compared to polymers produced in standard
batch vessels. The improved heat transfer of this type of reactor was also pointed
out.
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Dirix et al. (2016) presented a method to carry out either polymerization or
copolymerization of vinyl chloride using at least two reactors in series. The authors
argued that the first continuous stirred tank reactor should preferably achieve con-
version of up to 60 wt.%. Additionally, this arrangement would achieve higher molar
masses than the equivalent batch process and use less initiator.

Hong et al. (2019) presented a method to produce poly(vinyl chloride) (PVC)
through suspension polymerization utilizing at least three zones of microreactors
connected in series. Each microreactor set comprised several microchannels. The
authors emphasized that the diameter of the microchannels should be sufficiently
large to avoid clogging due to the unavoidable agglomeration of droplets that inher-
ently occur in PVC suspension polymerizations. The temperature control of each of
these zones was performed independently.

Lima et al. (2023) presented a comprehensive survey on the challenges regard-
ing continuous suspension polymerization of vinyl chloride monomer. The authors
investigated both patent and article documents. It was found that one of the main
problems associated with the continuous production of suspension polymers is the
deposition of material on the walls of the reactor. Furthermore, the authors pointed
out that microreactor technology and continuous oscillatory baffled reactors (COBR)
are very promising in tackling the problems associated with continuous operation.

3.2 Oscillatory Baffled Reactors

Before addressing specific aspects of OBRs, it is important to overview this
mixing/reaction device briefly. The basic idea behind the development of this tech-
nology is that the rates of mixing in a tube equipped with baffle inserts can be
enhanced by imposing an oscillatory flow component. This idea has gained increas-
ing attention since the 1980s, as shown in the next sections, and several investigators
have attempted to investigate different operation modes, baffle types, and geometric
parameters that affect the performance of these vessels.

Regarding the operation mode, either batch or continuous can be performed.
In the latter case, the oscillatory flow is superimposed on a net flow component.
In order to obtain efficient mixing, the oscillatory flow must dominate over the
net flow. Since the earlier works used mainly single-orifice sharp-edged baffles, it is
common to find definitions such as in Avila et al. (2022): "The continuous oscillatory
baffled reactor (OBR) is a particular type of tubular reactor, typically equipped
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with periodically located sharp-edged baffles along its length." According to this
definition, even though not clearly stated, it can be implied that other baffle types
can be used as inserts. Moreover, there are configurations where the pulsation is
achieved by moving the baffles attached to rods instead of oscillating the fluid by
means of a piston.

To facilitate the comprehension of the upcoming sections, Figure 3.1 shows
the common baffle types used by different investigators. This figure must be used
as a reference throughout this chapter. Additionally, Figure 3.2 taken from the
work of Jian and Ni (2005) illustrates the mechanism that gives rise to efficient
mixing in a tube with shape-edged orifice baffles and oscillatory flow provided by a
piston (even though a piston is not shown). According to Figure 3.2, as the piston
accelerates, pulling the fluid upward, in situation A to B, vortex rings, or eddies are
formed downstream of the baffles and start to fill the space between them. Then, as
the piston reaches its maximum position and begins the downward movement (flow
reversal), in situation C to D, the vortex formed is swept in the main bulk flow and
interacts with other vortices before repeating the cycle. This mechanism of vortice
formation and how they interact with each other governs the mixing regime (Jian
and Ni, 2005).

Based on an ingenuous investigation of Figure 3.2, a few provocative questions
may arise. Firstly, how do the oscillatory conditions (frequency and amplitude)
influence the size of the eddies formed? How does the distance between baffles affect
the way eddies interact? How does the size of the orifice influence this process? Is
the cavity inter-baffles behaving as a perfectly stirred tank? How can the mixing
regime be quantified in terms of the operation conditions? In the case of continuous
operation, what is the contribution of the continuous net flow to this process? How
are the heat and mass transfers affected? In a liquid-liquid dispersion, how is the
nature of the droplets affected? Lastly, but not least importantly, how does this
mechanism occur in a tube with another baffle type? In fact, these are some of
the questions the investigators have attempted to answer in the last three decades.
Without further ado and with the concepts of the previous paragraphs and these
questions in mind, a comprehensive literature review of this topic is presented in the
next subsections.

67



Figure 3.1: Baffle types commonly used. A) from González-Juárez et al. (2018),
B,C) from González-Juárez et al. (2017), D) from Solano et al. (2012), E) from
Ahmed et al. (2018a), F) from Lobry et al. (2013), G,H) from McDonough et al.
(2015), and I) from Ahmed et al. (2018b).

Figure 3.2: Eddies formation mechanism (Jian and Ni, 2005).
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3.2.1 Oscillatory Flow Mixing

The second half of the 1980s witnessed the onset of interest in investigating
oscillatory flow in non-smooth tubes following the pioneering work of Knott and
Mackley (1980), who observed earlier that this type of flow on sharp-edged geome-
tries gives rise to complex flow patterns. The first attempt to investigate in detail
the flow patterns and energy losses in such devices was provided by Brunold et
al. (1989). More specifically, these authors investigated experimentally how flow
oscillations influence fluid patterns in ducts containing baffles and sharp edges indi-
vidually. In the first experimental setup, the authors considered a manometer-type
rectangular sectioned geometry containing sharp edges at the bottom. According to
the results obtained in this experiment, the authors concluded that fluid oscillation
can generate complex fluid patterns and flow separation near the sharp edges. The
same was not observed when the experiment was conducted without sharp edges.
Based on their observations, the authors were able to scratch the eddy formation
mechanism and their injection from the edges into the main flow.

Regarding the circular duct geometry, the authors conducted experiments with
and without orifice baffles inserted in the central lower tube. In this setup, Brunold
and co-workers were able to track the formation of eddies at different oscillation
amplitudes. Additionally, different inter-baffle spacings were tested, and it was
concluded that 1.5 tube diameters was the configuration that gave the most effective
mixing in the radial direction. Indeed, these authors reported that intense mixing
occurred in the range of oscillatory Reynolds number, Equation (3.1), 300 ≤ Reo ≤
100000 and Strouhal number, Equation (3.2), 10−2 ≤ St ≤ 1. The oscillatory
Reynolds number is a modification of the conventional Reynolds number (Equation
(3.3)), and it is used to describe oscillatory flows. According to Avila et al. (2022),
the St compares the eddy propagation, related to the oscillation amplitude, and the
tube diameter. Abbott et al. (2013) points out that large St values imply small
oscillation amplitudes and poor vortex formation; the opposite situation is also true.
These dimensionless groups are the main parameters that characterize the oscillatory
flow regime. Ni and Gough (1997) presented a discussion on these dimensionless
groups. More specifically, these authors criticized that neither the orifice diameter
nor the baffle spacing were present in the definitions of these dimensionless numbers,
even though these variables play an important role in the flow patterns. In Equations
(3.1)–(3.3), fo and χo are the frequency and center-to-peak amplitude of oscillation,
respectively. Moreover, ρ is the fluid density, d is the tube diameter, η is the viscosity
of the fluid, and v is the average net flow velocity.
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Reo = 2πfoχoρd

η
(3.1)

St = d

4πχo

(3.2)

Renet = ρvd

η
(3.3)

Furthermore, Brunold et al. (1989) investigated the energy losses in both ge-
ometries. As one would expect, by increasing the number of edges in the rectangular
geometry or the number of baffles in the circular geometry apparatus, the energy
loss was increased. In summary, the main result of this work was the identification
of experimental conditions where good radial mixing occurs in the tube geometries
utilized. The authors claimed that such a phenomenon could improve heat and
mass transfer coefficients, even though no experimental evidence was given in this
publication.

In an attempt to elucidate the phenomena occurring in baffled tubes due to
oscillatory flow, Dickens et al. (1989) studied the residence time distribution (RTD)
in a horizontal baffled tube using a tracer technique in experimental conditions
where Renet = 110, 0 ≤ Reo ≤ 3000 and 0.3 ≤ St ≤ ∞. Experiments were carried
out utilizing a fixed number of baffles and different frequencies and amplitudes of
oscillation. Based on the RTD curves obtained and knowing the initial amount of
tracer injected, the authors were able to identify conditions where near plug flow
regime was achieved. Compared to Brunold et al. (1989), these authors gave a
much more quantitative description of the flow regimes. The variances of the RTDs
obtained and the classical result obtained by Levenspiel and Smith (1957) allowed
the authors to calculate the dispersion coefficient for each experiment. With the aid
of a plot relating the Peclet number (1/Pe) (Equation (3.4)) and the amplitudes
of oscillation, the authors determined the conditions of minimum dispersion (near
plug flow regime).

Additionally, by ignoring the dispersion coefficient and representing the system
as a tanks-in-series model, the authors found that the number of tanks estimated to
represent the system was very close to the actual number of spaces between baffles.
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In other words, in the experimental conditions considered, a continuous stirred tank
reactor could well represent each space between two baffles. In Equation (3.4), L

and Dx represent the tube length and the diffusion coefficient, respectively.

Pe = vL

Dx

(3.4)

Mackley et al. (1990) investigated the effects of baffles and oscillatory flow
on the heat transfer coefficients. For this purpose, a shell and tube heat exchanger
apparatus was utilized. Initially, these authors investigated the heat transfer coeffi-
cient without fluid oscillation and baffles inside the tubes. In a second experiment,
orifice baffles were inserted, and no fluid oscillation was applied. By comparing the
Nusselt number (Nu), Equation (3.5), estimated in these two experiments, a no-
ticeable increase was observed in the experiment with the presence of baffles. This
behavior was accentuated in the Renet ≥ 400 region. In another experiment, the
authors estimated Nu when no baffles were present and fluid oscillation was applied
with Renet = 300 and 0 ≤ Reo ≤ 1600. In this experiment, no effect was detected
in Nu compared to the experiment with neither baffles nor oscillation. Lastly, by
applying fluid oscillation with the presence of baffles, the Nu increased remarkably,
confirming the hypothesis raised by Brunold et al. (1989) that oscillatory flow in a
baffled tube could improve the heat transfer coefficients. In Equation (3.5), h is the
convective heat transfer coefficient, and k is the thermal conductivity of the fluid.

Nu = hd

k
(3.5)

Howes et al. (1991) simulated numerically two-dimensional flow patterns in
a channel with baffles and fluid oscillation. These investigators aimed to identify
conditions where a high degree of radial mixing was achieved. The authors also
simulated the flow pattern without baffles and oscillation for comparison purposes.
By comparing the experiments with the presence and absence of oscillatory flow
without baffles, the authors concluded that at a lower Reo (Reo = 100 and Renet =
100) and ignoring the molecular diffusion, there was no change neither in the radial
mixing pattern nor the dispersion, emphasizing what was observed experimentally
by Brunold et al. (1989) and Mackley et al. (1990). In the presence of baffles and
the absence of fluid oscillations, it was verified that by increasing Renet from 100 to
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300, the symmetry of the flow was broken, and a good radial mixing pattern was
achieved. In another numerical experiment, by considering both fluid oscillation and
baffles, it was noted that by increasing the Reo from 100 to 300 at fixed St = 1 and
Renet = 100, a pattern of good radial mixing was observed and low dispersion was
achieved. These authors also mentioned the fact that the transition from laminar
to turbulent behavior in continuous flow occurs at 2000 ≤ Renet ≤ 3000, whereas in
oscillatory flow, the transition from ordered to chaotic occurs at a much lower Reo.

Mackley and Ni (1991) used a tracer technique to measure the concentration
profiles in a baffled tube in both horizontal and vertical positions. The concentration
profiles were measured at different tube positions, and the authors noticed that the
tracer density strongly affected the flow velocity profiles that were photographed.
To overcome this experimental difficulty, the authors added some sugar to the main
fluid stream to balance the densities of the fluid (water) and the tracer (NaCl). In
the experiments with baffles and oscillatory flow, these investigators worked in the
experimental region of Renet = 128, 0 ≤ Reo ≤ 3600 and 0.3 ≤ St ≤ ∞. In one
experiment with the tube in the horizontal position, it was noticed that the con-
centration profiles measured by the probes at different radial positions were very
similar, highlighting that strong radial mixing occurred. The concentration profiles
almost overlapped each other in the vertical tube arrangement with the same flow
conditions. Once the region of good radial mixing was identified, the authors applied
an imperfect pulse technique (Osstergaard and Michelsen, 1969) and the dispersion
model to estimate the Peclet number, Equation (3.4). The estimated Peclet num-
ber gave excellent results fitting their data. Moreover, it was concluded that by
decreasing St, a significant decrease in Peclet was obtained in their experimental
conditions, which shows that an increase in the amplitude of oscillations causes a
net increase in axial dispersion.

Hewgill et al. (1993) studied the effects of baffles and oscillatory flow in gas-
liquid mass transfer. More specifically, they studied the transfer of gaseous oxygen
to an aqueous phase. Three baffle geometries (orifice, central, and helical) were
investigated (see Figure 3.1). They worked in the experimental conditions of 0 ≤
Reo ≤ 7840 and 0.1 ≤ St ≤ 0.5. By analyzing the photographs taken during the
experiments, these investigators concluded that the central baffles performed poorly
in providing good radial mixing. On the other hand, helical and orifice baffles
performed efficiently in this subject under the same conditions.

For the sake of comparison, Hewgill et al. (1993) conducted experiments with
and without baffles without fluid oscillation. The results showed that the mass
transfer is slightly increased by the presence of baffles in the experimental condi-
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tions. Applying fluid oscillation in the baffled device showed a sixfold increase in
mass transfer. Regarding the baffle types, the speed of oxygen uptake followed this
ascending order: central < helical < orifice. Finally, to emphasize the applicability of
this new device to enhance mass transfer, the authors calculated the time-averaged
power dissipation based on the Bernoulli equation and showed that this device is
more energy efficient than a gas-sparged stirred tank.

Mackley and Ni (1993) studied the RTDs in a series of connected baffled tubes,
Figure 3.3. In the experiments considering fluid oscillation and baffles in the tube,
the authors observed that a regime near plug flow could be achieved in some oper-
ation conditions. Additionally, a comparison was drawn between the conditions in
which a similar regime could be attained using unbaffled tubes. To attain a regime
of good radial mixing in a smooth tube, it was required to operate the system at
higher Renet, implying, inevitably, short residence times. In the case of utilizing a
baffled tube and oscillatory flow, such conditions were feasible at much lower Renet,
resulting in longer residence times, yet operating in a net laminar flow regime. In
fact, this is one of the main advantages of oscillatory flow in baffled tubes for per-
forming chemical reactions. Furthermore, as performed in a previous publication
(Mackley and Ni, 1991), these authors applied an imperfect pulse technique to es-
timate the dispersion coefficient in the dispersion model. The results showed that
for a given piston displacement (amplitude of oscillation), no noticeable effect of the
oscillation frequency was noticed on the dispersion coefficient. On the other hand,
when the experiments were carried out in a fixed oscillation frequency and differ-
ent amplitudes, a noticeable effect was observed in the dispersion coefficients. As
the oscillation amplitude increased (St decreased), the dispersion coefficient passed
through a minimum value and then increased. This behavior was not observed
when operating the system at higher Renet. In this study, an experimental setup
with parallel tubes was also investigated. For this arrangement, similar results of
concentration profiles were obtained, emphasizing that this new reactor design could
be applied in operations where good heat exchange is required. This arrangement
with a bundle of tubes was further investigated by Ni (1994).

Ni et al. (1995) studied the oxygen mass transfer in yeast culture in a batch
OBR. The length and diameter of the reactor employed were 500 mm and 50 mm,
respectively, and the volume was 1 L. A total of six orifice baffles attached to two
stainless steel rods were inserted into the reactor. The spacing between the baffles
was 1.5 the column diameter as proposed by Brunold et al. (1989). For comparison
purposes, the authors also conducted experiments in similar conditions in a 2 L
batch stirred tank reactor. Regarding the oscillatory baffled reactor, the authors
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Figure 3.3: Experimental apparatus used by Mackley and Ni (1993).

observed that increasing the frequency and oscillation amplitude increased the mass
transfer coefficient considerably, which proved that the oscillatory conditions play
an important role in the mixing characteristics of these systems. The authors used
the power dissipation as a criterion to compare the results obtained in the oscillatory
baffled reactor with those obtained in the stirred tank reactor (Subsection 3.2.3).
By plotting the mass transfer coefficients from both reactors against their respective
power dissipations, the authors observed that for the same value of power dissipation,
the mass transfer coefficient in the oscillatory baffled reactor was 75% higher than
its counterpart in the stirred tank reactor.

In a posterior work, Ni and Gao (1996) investigated the mass transfer char-
acteristics of a pilot batch OBC equipped with orifice baffles. The authors used
the system air-water in the experiments. The internal diameter of the column and
height were 100 mm and 1050 mm, respectively. In the experiments, the authors
used different baffle spacings, more specifically, from one to two tube diameters. To
avoid performing a large number of experiments, the authors fixed the oscillation
amplitude at 8 mm while the frequency varied from 0 to 6 Hz. By estimating the
mass transfer coefficients in the different experiments, the authors concluded that
the baffle spacing of 1.8 times the tube’s internal diameter gave the highest mass
transfer rates. It is important to notice that since the oscillation amplitude was
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fixed in this work, the St was also fixed. Consequently, this value of baffle spac-
ing may not guarantee maximum mass transfer in other geometries and operational
conditions.

Stonestreet and Van der Veeken (1999) studied the effects of oscillatory condi-
tions on the RTDs in a 24 mm diameter and 2.8 m long reactor. To interpret their
data, the authors employed the tanks-in-series model. In this approach, the authors
utilized a stage-wise efficiency, which is defined as the ratio of tanks in the tanks-in-
series model to the actual number of inter-baffle spacings. Based on this definition
and defining a velocity ratio (Ψ) (Equation (3.6)), the authors were able to deter-
mine the regions where a near plug flow regime was achieved. More precisely, the
region of 2 ≤ Ψ ≤ 4 was considered more likely to promote profiles similar to plug
flow. Since this work, the Ψ has been extensively used to characterize continuous
oscillatory baffled reactors (COBR).

Ψ = Reo

Renet

(3.6)

Ni and Pereira (2000) used a tracer technique to investigate the dispersion
characteristics in a COBR of 25 m and 40 mm diameter, Figure 3.4. A total of 287
orifice baffles with spacings of 1.8 times the tube diameter, such as in the work of
Ni and Gao (1996), were present in the tube. The restriction ratio (α), defined as
the ratio of orifice area to tube cross-section area (d2

o/d2), was 21%. The authors
investigated the operational condition ranges of 1 ≤ fo ≤ 4 Hz and 0 ≤ χo ≤ 8
mm. In these conditions the range of Renet varied from 0 to 2500, the Reo from 0
to 8032 and St from 0.4 to ∞. The authors employed the dispersion model and the
tanks-in-series with backflow to interpret their data.

Additionally, the authors defined the so-called cell Peclet number, which is
defined as taking the length between two consecutive baffles instead of the length
from the injection point to the probe position (see Equation (3.4)). The authors
emphasized that this approach would be more conclusive for the data interpreta-
tion. Generally speaking, the authors found that increasing the oscillatory Reynolds
number increased the dispersion in the system. However, at higher Renet, the ef-
fect of increasing Reo on the dispersion coefficient was less significant. Given the
narrow interval of axial dispersion coefficients obtained experimentally, the authors
concluded that the COBR studied under these conditions operated very close to
the plug flow regime. The authors also proposed a correlation to relate the tracer
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density and operational conditions to the diffusion coefficient, Equation (3.7). In
Equation (3.7), the term with subscript b means energy dissipation due to baffles
and bends. Similarly, the term with subscript m is due to oscillatory flow.

Dx = 1.8 × 10−3ρ0.8
tr

(
ϱ

ρ

)0.097

b

(
ϱ

ρ

)0.0156

m

(3.7)

Figure 3.4: Experimental apparatus used by Ni and Pereira (2000).

Takriff and Masyithah (2002) studied the backmixing mechanism in an OBC
of 282 mm height and 94 mm diameter. The authors used the Ideal Stage with
Backmixing model from Xu (1994) to represent the column. It was found that the
backmixing mechanism is strongly influenced by the oscillatory velocity (frequency
times amplitude). It was also found that the net flow rate had the effect of decreasing
it. Additionally, highly viscous fluids also lead to lower backmixing. Based on their
data, Equations (3.8)–(3.9) were proposed to correlate the backmixing with the
experimental conditions and fluid properties.

Fbρ

ηd
= −57.364 + 0.1416B − 6 × 10−6B2 (3.8)
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B = Reo

(
d

do

)0.1

(3.9)

Reis et al. (2004) studied the RTDs in an OBR with smooth periodic con-
strictions. The reactor length and volume were 35 cm and 4.5 ml, respectively. The
authors operated the reactor at frequencies between 0 and 20 Hz and amplitudes
ranging from 0 to 3 mm. Both batch and continuous experiments were carried out.
In the batch experiments, the authors used a tracer technique to characterize the
mixing time and found that it was more affected by the oscillation amplitude than
the frequency. The authors explained this fact by arguing that at a fixed amplitude,
increasing the frequency improves the radial mixing only. On the other hand, an
increase in amplitude at a fixed frequency affects the size and nature of eddies and
consequently affects the dispersion coefficient. Regarding the continuous operation
experiments, the authors used the differential backmixing and stagewise backmixing
models from Mecklenburgh and Hartland (1968) to fit a theoretical backflow param-
eter (Fb/F ) which represents the proportion of backflow expressed in terms of the
total inlet flow rate (Equation (3.10)).

Fb

F
= Reoηd

4vρ
(3.10)

Zheng and Mackley (2008) studied a mesoscale OBR. The total reactor length,
diameter, and orifice diameter were 9 m, 5 mm, and 2 mm, respectively. Smooth
periodic constrictions were used instead of sharp-edge single-orifice baffles. The
authors studied the RTDs using an imperfect pulse technique. In the operational
conditions of 0 ≤ Reo ≤ 800, 0 ≤ Renet ≤ 58, and 0.08 ≤ St ≤ 0.4, conditions of
near plug flow were encountered. Based on their experimental data, Equation (3.11)
was proposed to represent the dispersion coefficient.

Dxρ

η
= 0.026Renet + 5.91Re0.058

o St−1.62 + 2.92Re2
net

0.026Renet + 5.91Re0.058
o St−1.62 (3.11)

Phan and Harvey (2010) investigated the RTDs obtained by three baffle designs
in a continuous mesoscale OBR. More specifically, central, helical, and orifice baffles
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were investigated. These investigators worked in the region of 4.3 ≤ Renet ≤ 34.
It was identified that at Renet ≤ 10, the oscillatory conditions played an important
role in the RTDs obtained. However, this effect was not noticeable at Renet ≥ 25.
Additionally, it was noticed that the conditions where near plug flow regime was
achieved for the helical type baffles were different from those of central and orifice
baffles.

Following these works on mesoscale oscillatory baffled reactors, several authors
performed studies on this type of device. For the sake of conciseness these works
will be briefly summarized. For instance, Reis et al. (2010) studied dispersion char-
acteristics and used the dispersion, tanks-in-series and tanks-in-series with backflow
models to interpret their results and showed that the tanks-in-series was not able
to fit the data obtained. Phan and Harvey (2011, 2012) investigated to effect of
geometrical parameters on the RTDs in a tube with the helical baffle design. Phan
et al. (2011a) and Phan et al. (2012) investigated biodiesel production in reactors
with sharp-edged helical baffles. Phan et al. (2011b) studied the fluid mixing at
very low net flow rates in devices with orifice and central baffles. McDonough et
al. (2015) performed a review on the use of the mesoscale OBR for process devel-
opment. McDonough et al. (2016) integrated a heat pipe in a mesoscale OBR in
order to enhance the temperature control of an exothermic reaction. McDonough et
al. (2017) investigated the flow patterns through CFD in a tube with helical baffles.
Ejim et al. (2017) used a factorial approach to understand how the geometry affects
the dispersion and solids suspension. Eze et al. (2017) studied carboxylic acid ester-
ification. McDonough et al. (2018) studied kinetic reaction screening. McDonough
et al. (2019) studied the micromixing phenomenon.

Manninen et al. (2013) investigated the effect of viscosity of non-newtonian
fluids on the dispersion coefficients in an OBR through CFD. The authors simulated
tracer experiments and concluded that it was impossible to correlate the dispersion
coefficient with the operational conditions when non-Newtonian fluids were used due
to viscosity changes. Moreover, the authors also simulated a moving baffle device
and concluded that the dispersion coefficients in this device were 17% higher than
their counterparts in the moving fluid OBR.

Abbott et al. (2014) reported a central composite experimental design to find
the conditions where plug flow would be achieved. These authors applied the same
approach as Stonestreet and Van der Veeken (1999) to find the number of tanks
that best fits the RTD data obtained and then fitted a second-order polynomial
relating flow rate, frequency and amplitude of oscillation to the number of tanks in
the model. The authors argued that this approach would be of great value to scaling
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up oscillatory baffled reactors.

Mazubert et al. (2016a) investigated the flow patterns using CFD in an OBR
using five different baffle types: single orifice, disc-and-doughnut, and 3 variations of
helical baffle designs. It was shown that the disc-and-doughnut required the highest
power dissipation to obtain similar mixing behaviors, whereas the single orifice re-
quired the lowest. Helical baffles required intermediate values of power dissipation.
In a posterior work, Mazubert et al. (2016b) gave a quantitative description of the
flow regimes by calculating the shear stress, the axial to radial stretching, and the
RTDs.

Kacker et al. (2017), attempting to put in evidence the differences in mixing
behavior in homogeneous and heterogeneous systems in an OBT intended to be
used as a crystallizer, performed a series of experiments with a DN15 model from
Nitech. In this experimental setup, the authors concluded that the conditions where
the near plug flow regime was achieved were different from those recommended by
Stonestreet and Van der Veeken (1999). Moreover, the maximum plug flow behavior
conditions in homogeneous and heterogeneous systems differed. The authors argued
that this resulted from the longer time the solids spent inside the reactor. This work
investigated solid fractions of up to 10%(w/w).

Slavnic et al. (2017) applied a dispersion model to interpret data related to
two COBRs of different dimensions. Similar to previous investigators, these authors
found that amplitude has a more significant effect on the dispersion coefficient than
frequency. Additionally, it was verified that keeping the oscillatory Reynolds fixed
on both reactors does not imply that the resulting RTDs will be equal. To correlate
the experimental conditions with the diffusion coefficient, a correlation to calculate
the Peclet number as a function of flow conditions was proposed. The authors used
data from previous investigators to corroborate the validity of their model, Equation
(3.12).

1
Pe

= 0.12Re−0.31
o St0.47Ψ0.25 (3.12)

Slavnic et al. (2019) studied the flow patterns of solids in a single orifice
baffle OBR of 2 m long, 26 mm internal diameter, and 21.3% restriction ratio.
The operational conditions used in this study were: 154 ≤ Renet ≤ 597, 619 ≤
Reo ≤ 2707, 0.16 ≤ St ≤ 0.68 and 4 ≤ Ψ ≤ 4.5. The authors characterized
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four solid flow regimes depending on the power dissipation, oscillatory to settling
velocity ratio, and concentration ratio between two adjacent cells: creeping solids
flow, dense solids flow, dilute solids flow, and solids wash out. The Peclet number
of the solids was estimated using the dispersion model. It was found that the solids
flow regime approached plug flow by increasing the power dissipation (increasing
either amplitude or frequency).

Sutherland et al. (2019) developed a CFD study coupled with population
balances emphasizing the hydrodynamic and mixing differences in stationary baffle
and moving baffle OBRs. The authors simulated different operational conditions
to characterize the flow and used the Reynolds number and Strouhal number cal-
culated having the fluid as a reference (Ref , Stf ) and the ratio of axial do radial
velocity (VR)(Equation (3.13), as described in Fitch et al. (2005) and Jian and Ni
(2005)) to argue that the classical oscillatory dimensionless groups Reo, St and Re

are insufficient to characterize the flow in the moving baffle device. Data from Ni et
al. (2001a) was used to validate the population balance model. In a posterior work,
Sutherland et al. (2022) performed a more detailed investigation of both devices
using the power dissipation, the ratio of axial to radial velocity, and mixing time
as comparison parameters. The results showed that the stationary baffle device
performed better.

VR =
∑J

j=1
∑I

i=1 |vaxial(i,j)|/J.I∑J
j=1

∑I
i=1 |vradial(i,j)|/J.I

(3.13)

Avila et al. (2020a) performed a CFD study to investigate the mixing per-
formance by varying the position of the feed of the tracer. A COBR of 15 mm
internal diameter and 7.5 mm orifice diameter with smooth periodic constrictions
was investigated. The numerical experiments were performed at 6 ≤ Renet ≤ 27
and 24 ≤ Renet ≤ 96. The authors concluded that injecting the tracer at the center
line of the reactor gave poor mixing performance. On the other hand, injecting the
tracer near the reactor wall resulted in the best results.

Jimeno et al. (2022) investigated how particle size affects the dispersion coeffi-
cient in a COBR using CFD. More specifically, the solid and liquid phases were repre-
sented as Lagrangian and Eulerian, respectively. The authors aimed at understand-
ing the effect of the solid phase in a Nitech DN15 model (www.nitechsolutions.co.uk).
A total length of 752 mm and 32 baffle cells were considered in the modeling ap-
proach. The dispersion model was used to determine the dispersion coefficient.
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Moreover, the perfect pulse and imperfect pulse techniques were simulated. How-
ever, the imperfect pulse technique provided more reliable results. It was found that
in the simulated conditions, the larger particles tend to stay near the bottom of
the device due to gravity effects. It was also found that the dispersion coefficient
was smaller when larger solid particles were present. Additionally, solids volume
fractions below 10% were investigated.

Avila et al. (2022) performed a thorough literature on the OBR technology.
The authors reviewed the main parameters that affect the performance of these
systems, including baffle type, geometry, and operational conditions. Based on the
previous works, the authors emphasized that the operational conditions that lead to
a near plug flow regime may differ depending on the reactor configuration and must
be adjusted based on the requirements of the process. Some technological problems
were also pointed out, such as the difficulty in operating OBRs in processes where
high solids hold up are required and challenges due to highly viscous fluids. To date,
the work of Avila et al. (2022) offers the most detailed review of these systems.

Figure 3.5: Different geometries investigated by Zhang et al. (2022).

Zhang et al. (2022) studied the effect of different cell (chamber) geometries
and the types of connections in a device aimed to be used as an oscillatory baffled
crystallizer through CFD (Figure 3.5). It was found that the shape of the cell did not
have a significant effect on the pattern of solid suspension. This was concluded be-
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cause, in the numerical experiments performed, most of the solid particles remained
near the bottom of the device for all cell types. However, a remarkable effect of the
position of the connections was observed. More precisely, connections positioned up
and down and inclined pipe gave the best pattern of particle suspension (designs
#4, #5 and #6 in Figure 3.5). Fraction of solids of up to 20% were investigated in
this study.

3.2.2 Heat Transfer

Mackley and Stonestreet (1995) extended the work of Mackley et al. (1990)
in the investigation of heat transfer performance due to oscillatory flow in a baffled
heat exchanger apparatus. As reported by the previous investigators, these authors
also noticed a remarkable increase in Nu due to increasing Renet compared to an
unbaffled tube. Additionally, by fixing Renet and applying oscillation, the authors
observed a strong positive effect of the Reo on Nu. Experiments carried out at
different oscillation frequencies for several fixed amplitudes highlighted that the
frequency was the governing factor affecting the heat transfer, i.e., higher frequencies
implied higher Nu. By performing experiments at different Reo and different Renet,
it was observed that Nu obtained at each Reo curve approached a limiting value as
Renet increased. The experimental range of Renet was 0 ≤ Renet ≤ 1200. This result
emphasizes that the net flow effect on the heat transfer becomes more noticeable as
the regime approaches turbulent conditions. Additionally, these authors fitted their
data with the following correlation, Equation (3.14).

Nus,n = 0.0035Re0.13
net Pr1/3 + 0.3

[
Re2.2

o

(Renet + 800)1.25

]
(3.14)

Stephens and Mackley (2002) studied experimentally the heat transfer per-
formance in batch OBRs. The authors investigated two configurations. In one
arrangement, the baffles were fixed inside the tube and the oscillations were applied
to the fluid. In the other arrangement, the oscillation was provided by moving the
baffles. In the stationary configuration, single orifice baffles were employed, whereas
in the moving baffles configuration, baffles with three orifices were employed. In the
case of stationary baffles, the authors verified that tube side Nu increased with the
oscillation velocity (χofo) for different values of St, in agreement with the results
of Mackley et al. (1990) and Mackley and Stonestreet (1995). These experiments
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were conducted in the 0 ≤ Reo ≤ 1000 and 0 ≤ fo ≤ 10 Hz range. In the exper-
iments with moving baffles, the same trend was observed. However, in this case,
the oscillatory conditions were more severe. For instance, the authors mentioned
a ten-fold increase in Nu at Reo = 28000. It is important to emphasize that the
authors mention high uncertainties in the Nu calculated at higher frequencies for
both configurations due to experimental limitations. No correlation was proposed
to relate the oscillation conditions with Nu.

Solano et al. (2012) used a CFD model to investigate the flow patterns and
heat transfer in an OBR of 5 mm internal diameter equipped with helical baffles.
The simulations showed that even working at Renet = 10 and Reo = 320, a four-fold
heat transfer increase was obtained when compared to steady state flow in a baffled
tube.

Also studying heat transfer in oscillatory baffled reactors, Law et al. (2018)
argued that the validity of Equation (3.14) is put in doubt when the fluid has a
lower Pr. The authors criticized the form of the equation proposed by Mackley
and Stonestreet (1995). Moreover, it was observed that when the fluid has a low
Prandtl number (water, for instance), the predictions of Nusselt for increasing net
Reynolds number decreases, then reaches a minimum and, subsequently, increases.
A behavior that does not have physical meaning, according to the authors. Indeed,
Mackley and Stonestreet (1995) used only oil as the working fluid, which has Pr = 73
in their experimental conditions. Using deionized water as working fluid, Law et
al. (2018) generated data at broader experimental conditions and proposed the
following correlations to calculate Nu in oscillatory flow reactors (Equations (3.15)–
(3.16)). The equation can be used with confidence in the operational conditions of
200 ≤ Renet ≤ 1300, 0 ≤ Reo ≤ 8700 and 4.4 ≤ Pr ≤ 73. The OBR used in the
experiments had a 26 mm diameter, and orifice baffles (13 mm orifice; 52 mm baffle
spacing) were used.

• 0 ≤ Reo ≤ 1300

Nu = 0.0022Re0.7
netPr0.3Re0.44

o (3.15)

• Reo ≥ 1300

Nu = 0.52Re0.7
netPr0.3 (3.16)

83



The Paste, Particle and Polymer Processing Group (P4G) from Cambridge
University (accessed in February of 2023) developed the following correlation to
predict the Nusselt number in OBRs, Equation (3.17). There was no detail on
how this correlation was fitted when this material was accessed. Avila et al. (2022)
mentions criticism regarding the predictions of Equation (3.17) and Equation (3.14).

Nu = Pr1/3
[
0.36Re0.6 + 0.8 Re1.7

o

Re + 10000

]
(3.17)

Onyemelukwe et al. (2018) studied the heat transfer characteristics of a with
smooth periodic constrictions. The tube diameter was 5 mm. The authors investi-
gated the behavior of the tube at low net Reynolds numbers, more specifically, from
11 to 54. The oscillatory Reynolds number was also low (39-197). In the experiments
with steady flow (no oscillatory component), a 1.4-fold heat transfer improvement
was observed compared to a similar tube without periodic constrictions. In the
experiments with unsteady oscillatory flow, it was observed that in the range of
experimental conditions, the net Reynolds number was more significant than the
oscillatory Reynolds number in improving heat transfer. Furthermore, it was shown
that heat transfer was more affected by the Strouhal number than the oscillation
frequency. Based on their experimental data, the authors fitted the following equa-
tion to describe the Nusselt number in the range of operational conditions used in
their study, Equation (3.18).

Nu = 0.01616Re1.16Pr1/3 + 0.0016
[
Re0.08

o Re1.42 St

1.136

]
(3.18)

Ahmed et al. (2018b) performed a study on the heat transfer in mesoscale
oscillatory baffled reactors with three different baffle geometries: central, orifice, and
helical baffles (see Figure 3.1). The experiments were conducted at 60 ≤ Renet ≤
2500 and 0 ≤ Reo ≤ 1600. At a fixed oscillatory Reynolds number, an 11-fold
increase in the Nu was observed at Renet = 1345 with the central baffle. This
increase was calculated with respect to the steady flow in a smooth tube. Beyond this
Reynolds number, a 4.5 fold increase was observed at Renet = 2300. The other baffle
designs also showed significant, but smaller, enhancement in Nu. The orifice baffle
showed the smallest improvement. The authors argued that greater heat transfer
observed with the central baffle was due to the disruption of the axial flow in the
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radial direction caused by this design. Based on the experimental data, correlations
were developed to relate the oscillatory conditions with the Nu for each of the
three designs (Equations (3.19) and (3.20)). In these equations, λ is a parameter
that depends on the baffle design. Furthermore, a thermal performance criteria was
developed to evaluate the baffle designs. This thermal performance comprised the
ratio between the Nusselt number and the pressure drop. It was verified that the
helical baffle had the highest thermal performance while the central had the lowest.
Furthermore, the central baffle showed the highest pressure drop among the designs
studied.

• 0 ≤ Reo ≤ 1300

Nu = λRe0.7
netPr1/3Re0.44

o (3.19)

• Reo ≥ 1300

Nu = 23.45λRe0.7
netPr1/3 (3.20)

González-Juárez et al. (2018) developed a CFD study to investigate the heat
transfer in a baffled tube of 25 mm diameter with orifice baffles spaced by 1.5 times
the diameter. The authors noticed that the fluid properties strongly affect the tube
side Nu. For instance, water and thermal oil were used as working fluids. Ad-
ditionally, the authors calculated the averaged Nusselt number and compared the
results with the correlations proposed by Mackley and Stonestreet (1995) and from
the P4G Group. Strong deviations were observed from the calculated numerical val-
ues and predictions by the mentioned correlations, especially at lower net Reynolds
numbers. Higher deviations were noticeable using the correlation from Mackley and
Stonestreet (1995). Furthermore, the oscillation frequency was more significant than
the amplitude, influencing the heat transfer.

Muñoz-Cámara et al. (2020) studied the heat transfer and flow characteristics
in a three-orifice baffled device. In the experiments performed with a steady flow,
the authors identified the transition point from laminar to turbulent and proposed
correlations to describe the Fanning friction factor in each region. The authors
conducted experiments in the experimental ranges of 10 ≤ Renet ≤ 600, 10 ≤ Reo ≤
440, and 190 ≤ Pr ≤ 470. The main tube diameter was 32 mm, each orifice
had a diameter of 9.2 mm, and the baffles were spaced by 1.5 times the diameter.
The authors identified that the oscillatory flow component can enhance heat transfer
compared to the steady flow case, especially at low net Reynolds numbers. However,

85



the effect of the oscillatory component becomes negligible at higher net Reynolds
numbers because the flow is already in the turbulent regime. Based on their data,
the authors proposed the following correlation to relate the Nusselt number to the
oscillatory and steady flow, Equation (3.21).

Nu = 0.412Re0.196
net Re0.583

o Pr0.285 (3.21)

In a posterior work, Muñoz-Cámara et al. (2021a) studied the heat transfer
due to oscillatory flow in a tube of 32 mm diameter with circular orifice baffles
spaced by 1.5 diameters. The authors used the Hydrogen Bubble Visualization and
Particle Image Velocimetry to investigate the flow patterns. In the experiments with
no net flow, it was observed that the transition from axisymmetric to asymmetric
occurred at Reo = 130 in their experimental conditions. In the absence of net flow,
the authors observed that the flow presented temporal symmetry, i.e., the same
pattern for the forward and backward movement of the piston. When considering a
net flow, it was observed that the temporal symmetry was broken at a low velocity
ratio. However, when the velocity ratio increased, the flow became more similar to
the case without net flow. The authors used this information regarding the flow
patterns to explain the Nusselt number observed. This study investigated the cell
Nusselt number and the average Nusselt number. The authors argued that their
results could not be compared with previous correlations since they worked at very
low net Reynolds numbers (Renet ≤ 100). However, the Nusselt Number increased
with the net Reynolds number and oscillatory Reynolds number and showed no
saturation for Ψ < 20, which is consistent with previous studies.

Briggs et al. (2021) investigated the heat transfer and residence time distribu-
tion in a continuous oscillatory baffled crystallizer of 15 mm internal diameter (DN15
from Ni tech). The authors investigated the effect of the oscillation conditions on
the steady state temperature profiles along the reactor length. It was pointed out
that the oscillation conditions must be tuned to avoid steep temperature gradients
along the length of the tube as a way of avoiding deterioration in the final properties
of the crystals. Overall heat transfer coefficients of the order of 100 W m2 K were
obtained. Additionally, it was mentioned that fluid oscillation can be impaired in
long tubes due to the so-called "oscillation damping," resulting from energy losses
due to bends and baffles.
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In continuation to the work of Zhang et al. (2022), Huang et al. (2023)
studied numerically the heat transfer of novel designs of oscillatory baffled tubes.
It was shown that heterogeneous systems have more efficient heat transfer than
homogeneous systems. Moreover, particle concentration was more significant than
particle size to enhance the heat transfer coefficients.

Muñoz-Cámara et al. (2024) investigated the effect of the orientation of tri-
orifice baffles on the heat transfer coefficients in a 32 mm diameter tube. Experi-
ments were conducted at net Reynolds numbers varying from 50-1000 and oscillatory
Reynolds numbers ranging from 0 to 750. Two baffle configurations were investi-
gated: aligned and opposed. At Reo > 150, both configurations resulted in very
close Nusselt numbers. However, at Reo < 150, the opposed configuration showed a
higher Nusselt number at the cost of having the highest pressure drop. The follow-
ing correlation was proposed to represent the Nusselt number in the opposed baffle
configuration, Equation (3.22):

Nu = 0.385Re0.338
net Re0.435

o Pr0.285, Ψ > 1 (3.22)

3.2.3 Power Dissipation

In addition to studying heat transfer in OBRs, Mackley and Stonestreet (1995)
investigated the power dissipation in these devices. More specifically, when analyz-
ing the energy consumed at different oscillation amplitudes, the authors found that
at higher oscillation amplitudes (i.e., 6.4 mm - lower St), a good agreement was ob-
tained between the energy consumed and the prediction by an equation derived based
on the quasi-steady state model (QSM) from Jealous and Johnson (1955)(Equation
(3.23)). The QSM assumes that the pressure drop in an oscillatory flow at a specified
instantaneous velocity is equal to the pressure drop at steady net flow conditions
with the same instantaneous velocity (Mackley and Stonestreet, 1995; Avila et al.,
2022). This model is assumed valid for 0.5 ≤ fo ≤ 2 Hz and 5 ≤ χ0 ≤ 30 mm, i.e.,
low frequencies and high amplitudes (Avila et al., 2022). In Equation (3.23), Nb,
CD, and L represent the number of baffles, the orifice discharge coefficient, and the
reactor length, respectively.
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ϱ =
2ρNb (2πfoχo)3

(
1

α2 − 1
)

3πC2
DL

(3.23)

When the authors plotted the tube side Nu against the power dissipation for
different oscillatory conditions and compared it to the Nu obtained at laminar and
turbulent flow in smooth tubes, it was found that for the same power required, the
oscillation condition with amplitude 6.4 mm gave the highest Nu, showing once
again that it is very advantageous to use baffles and oscillatory flow to achieve
efficient heat transfer. Finally, based on a personal communication with M.H.I.
Baird the authors presented Equation (3.24) to represent the factor by which the
net steady flow power dissipation is increased due to the application of oscillatory
flow.

Ξ =
1 + 4

(
Ψ
π

)3
1/3

(3.24)

Baird and Stonestreet (1995) proposed the so-called Eddy Enhancement Model
(EEM). This model was developed based on acoustic principles and is valid for low
amplitudes and high frequencies, i.e., 1 ≤ χo ≤ 5 mm and 3 ≤ fo ≤ 14 Hz,
in opposition to the QSM model (Avila et al., 2022). Instead of the discharge
coefficient of the QSM model (CD), the EEM model has the mixing length (lmix) as
an adjustable parameter (Equation (3.25)).

ϱ = 1.5Nbρ (2πfo)3 χ2
olmix

αL
(3.25)

Jimeno et al. (2018) investigated the accuracy of the QSM and EEM models
by comparing their predictions with power dissipation data obtained through CFD
simulations of a DN15 OBR model from Nitech. Based on their data, the authors
proposed corrections in the QSM and EEM as in Equations (3.26) and (3.27), respec-
tively. Regarding the QSM, the dependency of power dissipation on the number of
baffles was expressed as a power law of Nb (instead of the linear relationship proposed
originally), Equation (3.25). Similarly, a power law of Nb dependency was included
in the EEM, and a correlation relating the baffle geometry and lmix was proposed
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to improve the model predictions, Equation (3.28). The authors also pointed out
that the contribution of the net flow to the power dissipation was negligible in their
range of simulated conditions. Moreover, instead of the L in the denominator of
Equations (3.26) and (3.27), the authors used the ratio of volume to area (V/A)
since this ratio may diverge from L in smooth constriction baffles.

ϱ =
2ρN0.7

b (2πfoχo)3
(

1
α2 − 1

)
3πC2

D (V/A) (3.26)

ϱ = 1.5ρN0.7
b (2πfo)3 χ2

olmix

α (V/A) (3.27)

lmix = 0.002
[
α

do

πχo

]−0.57

(3.28)

Ahmed et al. (2018b) performed a study on the pressure drops in mesoscale os-
cillatory baffled reactors using three baffle geometries: central baffles, orifice baffles,
and helical baffles. The authors conducted experiments in the 60 ≤ Renet ≤ 2500
and 0 ≤ Reo ≤ 1600 region. In distinct net flow conditions, it was noticed that the
pressure drop falls continuously with increasing oscillatory Reynolds number and
reaches a plateau at Reo = 500. It was also observed that the device with central
baffles had the highest pressure drop, followed by the orifice and helical baffle de-
vices. It was also found that the Stouhal number had no significant effect on the
pressure drops, i.e., the oscillation velocity was the dominant factor. Correlations
were proposed to relate the pressure drop per reactor length with the oscillation
conditions.

González-Juárez et al. (2018) studied the power dissipation in a 25 mm di-
ameter tube with orifice baffles separated by 1.5 times the tube diameter. The
authors used CFD software to evaluate the power dissipation and compared the
results obtained with a previous correlation proposed by Mackley and Stonestreet
(1995). Under the studied conditions, i.e., 5 ≤ Renet ≤ 200 and 0 ≤ Reo ≤ 800, the
averaged power dissipation calculated and the predicted by the previous correlation
were in agreement and errors were less than 5%.

89



Sutherland et al. (2020) emphasized the differences in the hydrodynamic be-
havior of moving baffles and stationary baffles OBCs and developed, for the first
time, a correlation to predict the power consumption (Equation 3.29) in moving
baffle OBCs and an oscillatory power number (NP 0), Equation (3.30). The authors
pointed out that the QSM and EEM models were developed based on moving fluid
devices. The power number was derived using dimensional analysis, and data ob-
tained through CFD simulation was used to corroborate their model. In order to
characterize the hydrodynamic behavior in these devices, dimensionless groups that
considered the fluid as the reference, as proposed by Sutherland et al. (2019), were
used. P , in Equation (3.30), represents total power which unit is watt.

ϱ = 4ρNb (1 − α2) (1/α2 − 1)2

3πC2
DL

(2πfoχo)3 (3.29)

NP 0 = P

ρ(2πfoχo)3d2 (3.30)

Avila et al. (2020b) investigated power dissipation through CFD simulations
in operational conditions where 6 ≤ Rnet ≤ 27 and 24 ≤ Reo ≤ 96. These authors
showed that the QSM model predicts power dissipation accurately only in the tur-
bulent regime. In the transition and laminar regimes, however, the predictions are
nonphysical, according to them. Equations (3.31)–(3.35) were developed by fitting
data generated to represent the power dissipation over the whole flow regime. In
Equation (3.34), ϱ∗ represents the dimensionless power density, and lopt

b represents
the optimum baffle spacing and has a value of 1.5d in agreement with Brunold et
al. (1989).

ϱ∗ = ϱd

ρ (2πfoχo + v)2 (3.31)

• For laminar flow (α = 0.25 and lb = 1.1d)

ϱ∗ = 330
ReT

(3.32)
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ReT = (2πfχo + v) ρd

η

√
β

α
(3.33)

β = lopt
b

lb
(3.34)

• For laminar flow (α = 0.22 and lb = 1.6d)

ϱ∗ = 1.92 (3.35)

Muñoz-Câmara et al. (2021b) derived the effect of the oscillatory flow on the
power dissipation in relation to the power dissipation under steady flow conditions
in the fully developed regime analytically. Using a simple model, the authors found
an expression describing the increase in power dissipation due to the oscillatory flow
component. When compared to the equation proposed by Baird (Equation (3.24)),
as described by Mackley and Stonestreet (1995), a great agreement was observed.
The authors also emphasized that the derivation of the equation proposed by Baird
remains unclear. Despite that, the predictions of increase in power consumption
predicted by the Baird Equation are reasonably good.

Muñoz-Câmara et al. (2022) experimentally studied the power consumption
and pressure drop in an OBR using two baffle designs: single orifice and tri-orifice.
Based on the experimental data, the authors developed models to represent the
power number (Equation 36), oscillatory fanning friction factor, and power dissi-
pation. Additionally, the authors used their data to fit CD and lmix in the QSM
and EEM models (Equation (37) and (38)), respectively. It was shown that these
parameters depend on the oscillatory conditions and can not assume fixed values in
wide ranges of operation conditions.

NP 0 = C1
Reo

+ C2Rem
o

(
χo

d

)n

(3.36)

C2
D = 1/α2 − 1

6NP 0
(3.37)

lmix = 8α

3π
χ0NP 0 (3.38)
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Mortazavi and Pakzad (2023) developed a CFD study to estimate the effect
of geometric and operational parameters on the average and maximum power dissi-
pation in a moving baffle OBC. By fitting the data obtained through simulation, it
was found that the effect of fo and χo have different magnitudes. More specifically,
the contribution of fo was higher in the range of experimental conditions simulated.
Moreover, it was also shown that the fluid viscosity did not affect the average and
maximum power dissipation. Lastly, by comparing their data with the predictions
of the QSM and EEM and emphasizing that these models were developed for sta-
tionary baffle devices, the authors concluded that the moving baffle OBC spends
less energy, which makes it more efficient.

3.2.4 Droplet Size Distribution

Pereira and Ni (2001) studied liquid-liquid dispersions in a COBR 25 m long
and 40 mm internal diameter. The water-silicone oil system was investigated. Based
on their results, the authors concluded that increasing the oscillation frequency or
amplitude narrows the droplet size distributions. The authors argued that such
behavior is a consequence of the increase in the turbulence inside the reactor, which
favors the breakage rate over the coalescence rate, resulting in smaller droplets. The
experimental data obtained was used to fit a correlation relating the Sauter mean
diameter of the droplets (d32,d) to Renet and Reo (Equation (3.39)), it was found
that Reo had the dominant effect on d32, putting in evidence that the oscillatory
flow conditions can be adjusted in order to obtain certain particle size requirements.
The authors also estimated a correlation based on the power dissipation due to
oscillatory flow and net flow, Equation (3.40).

d32,d = 1.72 × 10−2Re−0.91
o Re−0.42

net (3.39)

d32,d = 3.7 × 10−5
(

ϱ

ρ

)−0.3 (
ϱnet

ρ

)−0.14

(3.40)

Ni et al. (2002a) investigated droplet breakage and coalescence rates in a
continuous oscillatory baffled reactor. The total length of the reactor, including
the curves connecting the straight sections, was 12.5 m, and the diameter was 40

92



mm. The silicone oil was used as the dispersed phase in volume fractions (hold-up)
that varied from 1.6 to 6.7 %. In developing a discretized version of the population
balance equations to represent the droplet size distributions, the authors assumed
that there was no flow of droplets from one cell to another in the reactor. Cell refers
to the space between two consecutive baffles. In the discretization process, it was
assumed that the droplet volume of a given class was

√
2 times the volume of the

previous class (Hounslow et al., 1988). The authors considered binary breakage, and
the two droplets resulting from breakage had half the volume of the original droplet.
In the coalescence model, strong simplifications were also applied. For instance,
instead of considering that all droplets can interact with each other, the authors
considered only three types of interactions to avoid computational complexity. Based
on the work of Tsouris and Tavlarides (1994), Equations (3.41) and (3.42) were
proposed to represent the breakage and coalescence rates (kb and kc) of droplets
of diameter dd in class i. The parameters p1, p2, p3 and p4 were estimated to fit
the data in the experimental conditions investigated. k and de,min are additional
parameters, namely eddy wave number and minimum eddy diameter capable of
breaking a droplet, respectively. One of the main drawbacks of this methodology
is the fact that the suspension properties are not considered in the breakage and
coalescence rate equations.

kb(dd,i) =p1

∫ 2/de,min

2/dd,i

(
2/k + d2

d,i

)2
√

8.2k−2/3 + 1.07d
2/3
d,i k2×

exp
(
−p2d

2
d,ik

11/3
)

dk (3.41)

kc(dd,i, dd,j) = p3 (dd,i + dd,j)2
√

d
2/3
d,i + d

2/3
d,j exp

(
− p4

(dd,i + dd,j)2/3

)
(3.42)

Showing criticism about the previous methods to estimate breakage and coales-
cence parameters in oscillatory reactors, Mignard et al. (2003) proposed a method-
ology in which the breakage was determined experimentally. More specifically, the
authors used a high-speed camera to observe the behavior of the droplets after their
passage through the baffle orifice. With this data and a defined droplet break-
age probability model (Equation (3.43)), the authors determined the parameters to
fit their probability data (p1 and p2). In a posterior step, this the authors fixed
the breakage frequency, Equation (3.44), and estimated the coalescence parameters
(p3-p6) in Equation (3.45), to represent the droplet size distributions. In this repre-
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sentation, We(dd,i) is the droplet Weber number, τc represents the average residence
time within a cell, and R̄ is the reduced droplet radios (more details can be found
in the original work).

Pbr(dd,i) = p1
dd,i

d0

∫ 0

π/2

(
− 2

π

)
exp

(
− p2α

2

We(dd,i)cos2(θ)

)
dθ (3.43)

kb(di) = Pbr(dd,i)
τc

(3.44)

kc(dd,i, dd,j) = p3 (dd,i + dd,j)2
√

d
2/3
d,i + d

2/3
d,j ×1 − exp

(
−p4

(
ϱ
ρ

)
R̄4(1 − p6R̄)

)
1 − exp

(
−p5

(
ϱ
ρ

)
R̄4(1 − p6R̄)

)
 (3.45)

Hounslow and Ni (2004) developed a population balance model to represent
the experimental data reported by Ni et al. (1998). The authors tested different
breakage and coalescence kernels and concluded that the daughter droplet distri-
bution resulting in four droplets of equal size per breakage event gave the best fit.
However, the model used by the authors presented a few limitations. More specifi-
cally, the properties of the suspension were not included in the rate equations. This
makes the model inadequate for scale-up since the estimated parameters can only
be applied to the data set used in this study.

In continuation of the work of Mignard et al. (2003), Mignard et al. (2004)
used the same methodology to estimate the breakage frequency in a continuous
oscillatory baffled reactor. The authors proposed a very complex model to describe
the breakage probabilities. More specifically, the model had five parameters that
were estimated based on the available data. Due to experimental limitations, the
authors could not gather data regarding the breakage probability of small droplets.
It was also found that oscillation amplitude has a stronger effect on droplet breakage
than frequency.

To develop a more robust droplet breakage model, Mignard et al. (2006) per-
formed experiments with fluids of different physical properties. It was observed
that the properties of the fluid did not influence the droplet distributions observed
experimentally in their experimental conditions. Moreover, the breakage process
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was the predominant phenomenon in the continuous oscillatory baffled reactor. The
authors developed a model of breakage probability (Equation (3.46)) and included
the droplet viscoelastic effect. The breakage frequency was defined as in Equation
(3.44). In total, 3 fitting parameters were included in the model. A parameter esti-
mation procedure was performed, and it was concluded that the parameter related
to surface tension had no statistical significance. The other two had limited signifi-
cance as well. Despite that, the authors claim improvements were made compared
to the previous models.

Pbr(dd,i) = 1 − exp

−p1χo

(2πfoχo)3/4 d
1/3
d,i

(ηc/ρc)3/4 ×

exp

−p2
σ

ρc (2πfoχo)2 d
5/3
d,i

− p3
ηd√

ρcρd (2πfoχo) d4/3

 (3.46)

At this point, it is important to mention that the models to describe droplet
size distributions, breakage, and coalescence rates in oscillatory baffled reactors are
of limited use for scale-up and need further improvements. As is the case for other
liquid-liquid dispersion systems, it is very unlikely that a universal model will be
developed to represent the droplet behavior in these systems, mainly because there
are different reactor geometries, operation conditions, and fluid properties. Conse-
quently, how these variables influence droplet behavior is far from fully understood
in these systems.

3.2.5 Scale-up

Harvey et al. (2001) studied the optimization of ester saponification in a
COBR. A 2.9 m long reactor with orifice baffles spaced by 1.5 times the diameter
was investigated. The tube and orifice diameters were 24 mm and 12 mm, respec-
tively. The ranges of frequencies and amplitudes of oscillation in the study were
1 ≤ fo ≤ 10 Hz and 0.5 ≤ χo ≤ 15 mm. The authors developed a tanks-in-series
model and incorporated the saponification kinetics to interpret their data. Based
on their data, the authors concluded that the reaction time could be reduced by
one order of magnitude compared to the industrial process, keeping the production
and specification fixed. Moreover, the reactor volume required is reduced by two
orders of magnitude. The authors emphasized the applicability of the continuous
oscillatory baffled reactor for batch-to-continuous migration, pointing out the gains
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in process safety due to the smaller reactant inventories.

Ni et al. (2001b) reported the dispersion characteristics of close-fit and loose-
fit orifice baffles aiming at scaling up in batch mode. Available experimental data
showed that in both cases, the dispersion coefficient increases linearly with respect to
tube diameter. Additionally, a hydraulic diameter was defined to unify the analysis
of both baffle types.

Stonestreet and Harvey (2002) developed a scale-up methodology and used two
illustrative examples. More specifically, the authors studied the production of suc-
cinimide and the hydrolysis of esters to produce sterols. Their method was based
on maintaining the mixing regime obtained at the laboratory scale in the scaled
up process. For this undertaking, the dimensionless groups used to represent the
oscillatory baffled reactor, namely Renet, Reo, St, and Ψ were utilized. The power
dissipation was also taken into consideration. Spreadsheet calculations were em-
ployed to illustrate the methodology proposed. The authors compared the optimal
dimensions and operational conditions of the oscillatory baffled reactor obtained
with the equivalent conventional tubular reactor designed to achieve the same mix-
ing and production requirements. It was shown that the oscillatory baffled reactor
was considerably smaller than the equivalent tubular reactor and required less en-
ergy. This work is a landmark in the literature on oscillatory baffled reactors since
it was the first time a detailed scale-up methodology was proposed.

Jian and Ni (2005) studied the scale-up of an oscillatory baffled tube using
computational fluid dynamics. The authors argued that scaling the diameter of the
tube and keeping the ratio of oscillatory Reynolds number can lead to similar flow
patterns in these devices. Tube diameters of 50, 100, and 200 mm were investigated.

Smith and Mackley (2006) measured the dispersion coefficients in tubes with
24, 54, and 150 mm diameters and presented a correlation relating the oscillatory
conditions to the dispersion coefficient, Equation (3.47). The lengths of the tubes
were 1, 2, and 4.5 m, respectively. As a significant result, these authors concluded,
based on experiments, that the magnitude of axial dispersion does not vary with tube
diameter if the values of Renet, Reo and St are fixed. The authors emphasized their
discovery from the point of view of scaling up from laboratory scale to larger scales.
The authors emphasized that a multi-orifice baffled design can be an alternative to
single-orifice tubes.
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Dx = 7.0 × 10−7Re0.8
net + 7.5 × 10−7Reoe

−0.4St

+ 3.0 × 10−12Re1.6
net

7.0 × 10−7Re0.8
net + 7.5 × 10−7Reoe−0.4St

(3.47)

Oliva et al. (2018) investigated the residence time distribution in two com-
mercially available oscillatory baffled reactors. Principal component based image
analysis was used to investigate the RTDs under different operational conditions.
In this study, reactors of 37.5 mL and 312.5 mL were investigated. For comparison
purposes, the mean oscillatory velocity was kept constant in both reactors. Similar
to previous studies, it was found that the effect of frequency on dispersion is less sig-
nificant than oscillation amplitude in affecting the dispersion coefficients. Moreover,
the conditions that achieve near plug flow regime were identified for each reactor.

Sutherland et al. (2021) studied the scale-up of a moving baffle OBC through
CFD. Similar to the work of Smith and Mackley (2006), the authors studied columns
of different diameters, and the oscillatory conditions were chosen such that Reo and
St were kept constant. The response variables were the axial to radial velocity
ratio, the oscillatory power number, and energy dissipation. It was shown that
high frequencies and low oscillation amplitudes hinder the mixing pattern along
the column. This mixing pattern was quantified through the mixing time, which
is the time required to obtain homogeneous conditions inside the column. It was
argued that high frequencies increase backmixing delaying the fluid propagation.
Moreover, it was verified that increasing the column diameter and keeping Reo and
St unchanged preserves the dynamic conditions inside the OBC. On the other hand,
the overall power density decreases, and mixing time increases due to the larger fluid
volume.

Cox et al. (2022) developed an experimental study to gain insight into the
behavior of the RTD of a COBR upon scaling up. The reactor had a diameter of 40
mm and a total length of 5740 mm, considering all the columns. The investigators
used a design of experiments and used the tanks in series model to represent the
number of tanks as a function of the dimensionless numbers that describe the oscil-
latory baffled reactor. When the RTD in a single column was evaluated, the number
of tanks that fitted their data was 13.38, which was very close to the actual number
of tanks present (twelve, more specifically). However, in the experiments with the
whole reactor length, the best fit was obtained with 43.68 tanks instead of sixty
real compartments. The maximum number of tanks occurred at a velocity ratio (Ψ)
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equal to 2.27. Furthermore, the authors discussed the effect of the U-bends on the
oscillation due to energy losses affecting the RTDs and pointed out some issues that
need to be addressed when scaling up very long processes.

3.2.6 Applications of OBRs to Suspension Polymerization

Even though oscillatory flow reactors have also been applied to emulsion poly-
merization processes (Palma et al., 2001; Sayer et al., 2002; Carvalho et al., 2010),
this subsection exclusively focuses on the application of OBRs to suspension poly-
merizations for the sake of conciseness. Moreover, there are differences among these
two processes and a detailed explanation of the aspects and mechanisms involved
in emulsion polymerization is out of the scope of this work. Therefore, the next
paragraphs distills the relevant work performed using OBRs to suspension polymer-
izations.

Ni et al. (1998) investigated the behavior of liquid-liquid suspensions of methyl
methacrylate (MMA) and water in a batch oscillatory baffled reactor (BOBR). The
authors used two recipes, one containing a high amount of surfactant and another
containing less. From the dispersion point of view, the droplets of monomer pre-
pared with high surfactant content would not coalesce when the fluid oscillation
ceased, being more stable. In the first experiment performed with the high surfac-
tant concentration recipe, the authors found that at specified oscillatory conditions,
the Sauter mean diameter of droplets (d32) decreased until reaching a dynamic equi-
librium condition. According to this experiment, the time required to obtain stable
droplets was 30 min. Furthermore, the decrease in d32 suggested that the breakup
mechanism was predominant over coalescence during the transitional period.

Based on their data and a correlation in the literature that describes d32 in
stirred tanks (Zerfa and Brooks, 1996), the authors were able to highlight the simi-
larities between the transitional behavior in BOBRs and stirred tank reactors (STR).
Concerning the recipe prepared with a lower amount of surfactant, the authors no-
ticed that the transition time was not affected by the levels of surfactant. However,
the surfactant amount affected the d32 and the droplet size distribution (DSD). The
recipe prepared with the higher amount of surfactant resulted in smaller d32 and
narrower DSDs for the same oscillatory conditions. Lastly, the effect of baffle thick-
ness on the DSD was evaluated. By comparing baffles with thicknesses of 0.8 and 3
mm, it was noticed that the latter provided smaller droplets and narrower DSDs in
the studied experimental conditions. Equations (3.48) and (3.49) were proposed to
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represent the d32 in terms of the oscillatory velocity and power dissipation per uni
mass (Equation (3.50)), respectively.

d32 = 0.966 × 10−6 (χofo)−1.2 , 24 ≤ χofo ≤ 60 [mm s−1] (3.48)

d32 = 6.80 × 10−5
(

ϱ

ρ

)−0.4

(3.49)

ϱ

ρ
= 3.82 × 104 (χofo)3 (3.50)

In a subsequent work, Ni et al. (1999) developed a correlation relating polymer
particle size with droplet size using MMA in a BOBR. In this case, the polymer-
ization reaction was conducted in the BOBR and the particle size was described in
terms of the mean particle size of the polymer (dv,0.5), which represents the particle
size at 50% cumulative volume distribution. Initially, the authors investigated the
effect of frequency of oscillation on d32 and dv,0.5 at a fixed oscillation amplitude and
concluded that increasing frequency might lead to the reduction of both quantities.
It must be emphasized, however, that the effect of increasing oscillation frequency
exerted a stronger effect on dv,0.5. On the other hand, increasing the oscillation
amplitude at a fixed frequency caused effects of equivalent magnitudes both in dv,0.5

and d32. Regarding the effects of frequency and amplitude on the PSDs, it was
observed that increasing any of the two variables provided narrower particle size
distributions, suggesting that both variables can be used to control this important
product property.

Based on the correlation obtained in the previous works, Ni et al. (1999) devel-
oped a correlation relating the d32 and dv,0.5, Equations (3.51) and (3.52). In other
words, the proposed correlation related the droplet size in a system without reaction
to the particle size in a system where polymerization took place. At the analysed
experimental conditions, the proportionality constant between d32 and dv,0.5 was
equal to 3.11. This constant value highlighted the observation that the coalescence
phenomenon occurred during the reaction; consequently, the diameters of the ob-
tained polymer beads were larger than the diameters of the original droplets. Ni et
al. (1999) also observed that the transient trajectories of d32 at different frequencies
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were initiated at lower values and then increased with the course of the reaction.
According to the authors, this indicated that the increase in the system viscosity
due to the chemical reaction favored the coalescence phenomenon resulting in larger
droplet sizes.

dv,0.5 = 3.11 × 10−6 (χofo)−1.2 , 24 ≤ χofo ≤ 60 [mm s−1] (3.51)

dv,0.5 = 3.11d32 (3.52)

Based on the works by Ni et al. (1998) and Ni et al. (1999), Nelson et al. (2000)
performed a similar study in a reactor of larger dimension (diameter of 210 mm).
These investigators tried to comprehend the scaling up of the process. Based on the
findings of the previous authors and their data, the authors were able to develop
a correlation relating d32 to oscillation conditions and the power input, Equations
(3.53) and (3.54).

d32 = 3.9 × 10−6 (χofo)−1.15 , 27 ≤ χofo ≤ 60 [mm s−1] (3.53)

d32 = 12.1 × 10−5
(

ϱ

ρ

)−0.35

(3.54)

Ni et al. (2000) studied the inverse suspension polymerization of acrylamide in
a BOBR. In contrast to previous publications, the authors employed an apparatus in
which the oscillations were caused by moving baffles. As in the previous publications,
it was noticed that increasing the oscillatory velocity (product of frequency and
amplitude) resulted in smaller polymer particles. The authors concluded that there
was a limiting value of oscillation velocity below which the mixing along the height
of the reactor was not efficient. In this condition of poor mixing, a temperature
gradient was observed along the reactor, which was caused by the combination of
poor heat exchange and nonuniform reaction conditions. In conditions where mixing
was not efficient, the authors verified that the PSDs were much larger and skewed.
On the other hand, at the conditions where mixing was efficient, Gaussian PSDs were
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obtained, indicating that mean particle size and PSD could be controlled by selecting
the appropriate oscillatory velocity. Besides, the baffle spacing exerted little effect
on the mean particle size and PSD, which was attributed to the fact that in moving
baffle apparatuses the oscillatory amplitude is higher than in pulsating fluid systems.
The effect of the baffle-free area on obtained PSDs was also moderate, even though
23% free area provided a minimum mean particle size. The effect of monomer
addition time was approximately linear and of small magnitude on the mean particle
size. The following correlations were proposed to describe the mean particle size as
a function of the oscillation conditions and energy dissipation, Equations (3.55) and
(3.56).

dv,0.5 = 4.4 × 10−1 (χofo)−1.603 , 50 ≤ χofo ≤ 150 [mm s−1] (3.55)

dv,0.5 = 2.121 × 10−3
(

ϱ

ρ

)−0.6511

(3.56)

In a subsequent work, Ni et al. (2001a) extended the results of Ni et al. (2000)
and developed a population balance model to represent interactions between droplets
and the particle and droplet size distributions. Before doing that, correlations were
proposed to describe the average droplet diameters (Equation (3.57) and (3.58)) and
particle diameters (Equation (3.59) and (3.60)). Regarding the numerical solution
of the population balance model, the authors employed the discretization method
of Lister et al. (1995).

d32 = 2.8 × 10−5 (χofo)−0.96 (3.57)

d32 = 7.26 × 10−4
(

ϱ

ρ

)−0.32

, 10 ≤ ϱ

ρ
≤ 90 [W kg−1] (3.58)

dv,0.5 = 1.44 × 10−3
(

ϱ

ρ

)−0.55

(3.59)

101



dv,0.5 = 34.85d1.70
32 (3.60)

Ni et al. (2002b) developed a population balance model for the previously
described system that considered the breakage rate only. Although the authors tried
to show the capabilities of the OBR for process intensification and production of
tailored polymer materials, there was strong evidence that their numerical strategy
could not calculate the breakage rates very efficiently. For instance, the applied
numerical method resulted in negative breakage rates in some simulations.

More recently, Lobry et al. (2015) investigated liquid-liquid dispersions and
polymerizations in a COBR. In the first part of their study, the authors studied the
conditions where a suspension of oil and water might be prepared to provide stable
dispersions. In this part of their study, the apparatus schematically shown in Fig-
ure 3.6 was used. A set of experimental conditions that resulted in stable suspensions
were mapped. Droplet size distributions were also measured, and the d32 was cor-
related with operational conditions, Equations (3.61)-(3.62). In the polymerization
study, vinyl acetate was polymerized in suspension to reach monomer conversions
up to 30 wt%. The authors reported the dynamic conversion data at the reactor
outlet and steady state conversions along reactor length. Although promising, sev-
eral aspects of the polymerization reaction still need to be investigated in detail.
For instance, data on molar mass distributions and the fouling phenomenon were
not reported. The experimental apparatus used in the polymerization reactions is
shown in Figure 3.7.

d32 = 51.6
(

ϱ

ρ

)−0.29

(3.61)

d32

dh

= 2.99Re−0.89
o We−0.08

h (3.62)
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Figure 3.6: Experimental apparatus used by Lobry et al. (2015) to perform liquid-
liquid dispersions.

Figure 3.7: Experimental apparatus used by Lobry et al. (2015) to perform suspen-
sion polymerization reactions.
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3.3 Concluding Remarks

Based on this literature review, it is possible to conclude that the continuous
operation of suspension polymerization reactors is still a challenge. There are oper-
ational problems that need to be overcome, most notably the fouling on the reactor
walls. Moreover, the literature on suspension polymerization in oscillatory baffled
reactors is scarce. Even though the mixing characteristics of the oscillatory baffled
reactor are attractive for conducting lengthy reactions, further investigation needs
to be performed to gain insights into the behavior of the system at conditions close
to the ones performed at the industrial level. More specifically, the hydrodynamic
behavior of the system at higher monomer hold up and conversion has never been
studied. The heat transfer is also an operational issue that needs attention. Fi-
nally, but not least important, the polymer morphology is of paramount importance
for end-use applications. Therefore, a comprehensive mathematical model that in-
cludes the kinetics, heat transfer, and polymer properties can be of great value in
understanding suspension polymerizations in oscillatory baffled reactors.

List of Abbreviations

Abbreviation Meaning
BOBR Batch Oscillatory Baffled Reactor
CFD Computational Fluid Dynamics
COBR Continuous Oscillatory Baffled Reactor
DSD Droplet Size Distribution
EEM Eddy Enhancement Model
OBR Oscillatory Baffled Reactor
OBT Oscillatory Baffled Tube
OFR Oscillatory Flow Reactor
OBC Oscillatory Baffled Column
PMMA Poly(methyl methacrylate)
PSD Particle Size Distribution
PVC Poly(vinyl chloride)
PVAC Poly(vinyl acetate)
QSM Quasi Steady State Model
RTD Residence Time Distribution
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List of Symbols

Symbol Meaning
d Diameter [m]
dh Hydraulic diameter [m]
do Orifice diameter [m]
d32 Sauter mean diameter [m]
Dx Diffusion coefficient [m2 s−1]
fo Frequency of oscillation [s−1]
h Convective heat transfer coefficient [J s−1 m−2 K−1]
k Thermal conductivity [J s−1 m−1 K−1]
kb Breakage rate constant [s−1]
kc Coalescence rate constant [m3 s−1]
L Tube length [m]
Nu Nusselt number [-]
Pe Peclet number [-]
Pr Prandtl number [-]
Reo Oscillatory Reynolds number [-]
Re Reynolds number [-]
St Strouhal number [-]
v Velocity [m s−1]
Weh Weber number [-]
Greek letters
α Restriction ratio (d2

o/d2) [%]
χo Center-to-peak amplitude of oscillation [m]
η Viscosity [kg m−1 s−1]
σ Thermal conductivity [J m−1 s−1 K−1]
ρ Density [kg m−3]
ϱ Power dissipation [W m−3]
Ψ Velocity ratio [-]
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Chapter 4

Poly(vinyl acetate) Suspension
Polymerization in an Oscillatory
Baffled Reactor

In this chapter, a phenomenological model to represent suspension polymeriza-
tions in a continuous oscillatory baffled reactor is presented for the first time. The
reactor is described as a series of tanks of equal volume connected. Additionally, a
backflow stream is also included to simulate a backmixing mechanism. The proposed
model considers mass, energy, statistical moments balances and regulatory control
loops. Furthermore, the heat transfer coefficient is modeled as a function of the
oscillatory conditions and the properties of the suspension. The model predictions
are compared with available experimental data and good agreement is observed.
The effects of key model parameters on model responses are also investigated. It is
shown that initiator type and injection points must be carefully planned to avoid
excessive temperature gradients along the reactor length. Given the thorough des-
cription of kinetic and heat transfer phenomena, the model can be used for reactor
design and process scale-up. Parts of this chapter have been published as "Silva et
al. Modeling of suspension polymerizations in continuous oscillatory baffled reactors
- Part I: Vinyl acetate polymerization. Chemical Engineering Science, 288, 119845,
2024".
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4.1 Model Development

For modeling purposes, the reactor scheme presented in Figure 3.7 was math-
ematically represented as a series of k perfectly mixed stirred tanks connected in
series with a backflow stream to simulate backmixing, as described in Figure 4.1.
According to Mecklenburgh and Hartland (1968), this modeling approach is suitable
for compartmentalized reactors. The developed model considers the reactor from
the point where the heating section starts until the outlet. In this specific setup,
the initial sections of the reactor have the role of stabilizing the suspension and for
this reason are kept at lower temperature. At the end of the droplet stabilizing
region, the temperature is increased so that the initiator starts to decompose and
the reaction begins.

Figure 4.1: Tanks-in-series with backflow representation of the COBR.

In order to write down the mass and energy balances, a series of simplifying
hypothesis must be enunciated so that a compromise between model complexity
and accuracy must be achieved. In the present model, the following hypotheses
were assumed to be valid:

• Volume additivity holds;

• Negligible effect of initiator on mixture volume;

• Existence of two liquid phases in equilibrium: organic and aqueous phases;

• Initiator is insoluble in water;

• Monomer is partially soluble in water;

• Polymer is insoluble in water;
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• Monomer is mainly consumed by the propagation reaction;

• Heat of reaction released by reactions other than propagation is negligible;

• Chain initiation is much faster than initiator decomposition so that the overall
rate of initiation is governed by initiator decomposition.

4.1.1 Kinetic Model

The polymerization of vinyl acetate follows a standard free radical polymeriza-
tion mechanism (Table 4.1). The basic reaction steps are: initiator decomposition,
chain initiation, propagation, transfer to monomer, transfer to polymer and termina-
tion (Odian, 2004). The major mode of termination in this case is disproportionation
(Teymour, 1989). In Table 4.2, the kinetic rate constants are shown. The gel effect
correlation from Friis and Hamielec (1976) was used to represent the decrease in the
rate of termination. Even though some studies consider that the propagation step
becomes impaired at high vinyl acetate monomer conversions due to the glass effect
(Silva et al., 2004), in the proposed kinetic model the propagation rate constant is
not considered to be a function of monomer conversion. First of all, according to
Friis (1973) and Kiparissides (1996), the propagation rate constant does not become
affected by the conversion, even in the bulk process, when the polymerization is car-
ried out at temperatures higher than the glass transition temperature of the polymer
(301 K in the present case Lindemann (1999)). Besides, the analyzed experimental
monomer conversion values are relatively small, as it will be shown in Section 4.2.
This assumption can be easily relaxed, if necessary, to fit new sets of experimental
data and extend the proposed simulation studies.

Table 4.1: Kinetic model used to represent the polymerization of vinyl acetate
(Teymour, 1989).

Reaction Step Mechanism1

Initiator decomposition I
kd−→ 2I∗

Chain initiation I∗ + M
ki−→ R1

Propagation Rx + M
kp−→ Rx+1

Transfer to monomer Rx + M
ktm−−→ Px + R1

Transfer to polymer Rx + Py
ktp−→ Px + Ry

Termination by disproportionation Rx + Ry
ktd−→ Px + Py

1 R and P represent living and dead polymer chains, respectively.
I∗ and M represent the free radical and monomer, respectively.
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4.1.2 Mass Balances

The organic phase of the suspension (Phase 1, superscript 1) is constituted of
monomer, polymer and initiator. On the other hand, the inorganic phase (Phase 2,
superscript 2) comprises residual monomer, suspending agent and water. In order to
represent the distribution of monomer between both phases, the solubility of vinyl
acetate (ksol) was included in the model. Let k represent the number of tanks in
the simulation, then the overall species balances in Equations (4.1)–(4.6) can be
written for n = 1, 2, .., k. The output flow rate, represented in Equation (4.7), was
derived assuming that the volume of each tank remains constant (see Appendix B).
Equations (4.11)-(4.15) are necessary to calculate the volume fractions of each phase
(Equations (4.16) and (4.17)). Based on the volumes of each phase, the flow rates
of each phase can be finally calculated as shown in Equations (4.18)-(4.21). It is
important to emphasize that Fb,n is a parameter in the model and must be calculated
with help of constitutive equations or estimated with experimental data.

ϕ (n) =
1 if n = 1

0 otherwise
(4.1)

dMn

dt
= mmϕ(n) +

2∑
i=1

[
F i

n−1
M i

n−1
V i

n−1
(1 − ϕ(n)) + F i

b,n+1
M i

n+1
V i

n+1
(1 − ϕ(k − n + 1))

−F i
n

M i
n

V i
n

− F i
b,n

M i
n

V i
n

(1 − ϕ(n))
]

− kp(Tn)M1
n

V 1
n

λ1
0,n

V 1
n

V 1
n (4.2)

dIn

dt
= miϕ(n) + F 1

n−1
I1

n−1
V 1

n−1
(1 − ϕ(n)) + F 1

b,n+1
I1

n+1
V 1

n+1
(1 − ϕ(k − n + 1))

− F 1
n

I1
n

V 1
n

− F 1
b,n

I1
n

V 1
n

(1 − ϕ(n)) − kd(Tn)I1
n (4.3)

dPn

dt
= F 1

n−1
P 1

n−1
V 1

n−1
(1 − ϕ(n)) + F 1

b,n+1
P 1

n+1
V 1

n+1
(1 − ϕ(k − n + 1))

− F 1
n

P 1
n

V 1
n

− F 1
b,n

P 1
n

V 1
n

(1 − ϕ(n)) + kp(Tn)M1
n

V 1
n

λ1
0,n

V 1
n

V 1
n (4.4)
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dWn

dt
= mwϕ(n) + F 2

n−1
W 2

n−1
V 2

n−1
(1 − ϕ(n)) + F 2

b,n+1
W 2

n+1
V 2

n+1
(1 − ϕ(k − n + 1))

− F 2
n

W 2
n

V 2
n

− F 2
b,n

W 2
n

V 2
n

(1 − ϕ(n)) (4.5)

dYn

dt
= myϕ(n) + F 2

n−1
Y 2

n−1
V 2

n−1
(1 − ϕ(n)) + F 2

b,n+1
Y 2

n+1
V 2

n+1
(1 − ϕ(k − n + 1))

− F 2
n

Y 2
n

V 2
n

− F 2
b,n

Y 2
n

V 2
n

(1 − ϕ(n)) (4.6)

Fn =
[(

MMm
mm

ρm

+ MMw
mw

ρw

)
ϕ(n) + Fn−1(Φ1

n−1αn−1 + Φ2
n−1βn−1)(1 − ϕ(n))

+Fb,n+1(Φ1
n+1αn+1 + Φ2

n+1βn+1)(1 − ϕ(k − n + 1))
−Fb,n(Φ1

nαn + Φ2
nβn)(1 − ϕ(n)) − γn

]
/(Φ1

nαn + Φ2
nβn) (4.7)

αn = MMm

ρm

M1
n

V 1
n

+ MMm

ρp

P 1
n

V 1
n

(4.8)

βn = MMm

ρm

M2
n

V 2
n

+ MMw

ρw

W 2
n

V 2
n

(4.9)

γn = kp(Tn)M1
n

V 1
n

λ1
0,n

V 1
n

V 1
n

(
MMm

ρm

− MMm

ρp

)
(4.10)

Mn = M1
n + M2

n (4.11)

M2
n = ksol

MMw

MMm

W 2
n (4.12)

V 1
n = MMm

(
M1

n

ρm

+ P 1
n

ρp

)
(4.13)
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V 2
n = MMm

M2
n

ρm

+ MMw
W 2

n

ρw

(4.14)

Vn = V 1
n + V 2

n (4.15)

Φ1
n = V 1

n

Vn

(4.16)

Φ2
n = 1 − Φ1

n (4.17)

F 1
n = Φ1

nFn (4.18)

F 2
n = Fn − F 1

n (4.19)

F 1
b,n = Φ1

nFb,n (4.20)

F 2
b,n = Fb,n − F 1

b,n (4.21)

4.1.3 Moment Balances

In order to avoid the inconveniences of representing the whole molar mass
distribution (MMD) of the final polymer product, the method of moments can be
applied to describe the averages of the MMD. Compared to other MMD modeling
approaches, the method of moments is of considerable simplicity and allows the
calculation of the main polymer properties, including the number average molar
mass (Mn) and weight average molar mass (Mw) (Ray, 1972). According to Mastan
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and Zhu (2015), one of the major advantages of the method of moments relies on the
fact that it avoids solving a high number of mass balances (one for each chain length).
Nonetheless, the cost of doing so is the loss of the whole MMD representation. Based
on the kinetic mechanism shown in Table 4.1, Equations (4.22)–(4.27) can be derived
(see Appendix A).

Moments of living polymer chains

dλ0,n

dt
= F 1

n−1
λ1

0,n−1

V 1
n−1

(1 − ϕ(n)) + F 1
b,n+1

λ1
0,n+1

V 1
n+1

(1 − ϕ(k − n + 1))

− F 1
n

λ1
0,n

V 1
n

− F 1
b,n

λ1
0,n

V 1
n

(1 − ϕ(n)) + 2fkd(Tn)I1
n

− ktd(Tn)
λ1

0,n

V 1
n

λ1
0,n

V 1
n

V 1
n (4.22)

dλ1,n

dt
= F 1

n−1
λ1

1,n−1

V 1
n−1

(1 − ϕ(n)) + F 1
b,n+1

λ1
1,n+1

V 1
n+1

(1 − ϕ(k − n + 1))

− F 1
n

λ1
1,n

V 1
n

− F 1
b,n

λ1
1,n

V 1
n

(1 − ϕ(n)) + 2fkd(Tn)I1
n

− ktd(Tn)
λ1

0,n

V 1
n

λ1
1,n

V 1
n

V 1
n + ktm(Tn)M1

n

V 1
n

(
λ1

0,n

V 1
n

−
λ1

1,n

V 1
n

)
V 1

n

+ kp(Tn)M1
n

V 1
n

λ1
0

V 1
n

V 1
n + ktp(Tn)

(
λ1

0,n

V 1
n

µ1
2,n

V 1
n

−
λ1

1,n

V 1
n

µ1
1,n

V 1
n

)
V 1

n (4.23)

dλ2,n

dt
= F 1

n−1
λ1

2,n−1

V 1
n−1

(1 − ϕ(n)) + F 1
b,n+1

λ1
2,n+1

V 1
n+1

(1 − ϕ(k − n + 1))

− F 1
n

λ1
2,n

V 1
n

− F 1
b,n

λ1
2,n

V 1
n

(1 − ϕ(n)) + 2fkd(Tn)I1
n

− ktd(Tn)
λ1

0,n

V 1
n

λ1
2,n

V 1
n

V 1
n + ktm(Tn)M1

n

V 1
n

(
λ1

0,n

V 1
n

−
λ1

2,n

V 1
n

)
V 1

n

+ kp(Tn)M1
n

V 1
n

(
2λ1

1,n

V 1
n

−
λ1

0,n

V 1
n

)

+ ktp(Tn)
(

λ1
0,n

V 1
n

µ1
3,n

V 1
n

−
λ1

2,n

V 1
n

µ1
1,n

V 1
n

)
V 1

n (4.24)
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Moments of dead polymer chains

dµ0,n

dt
= F 1

n−1
µ1

0,n−1

V 1
n−1

(1 − ϕ(n)) + F 1
b,n+1

µ1
0,n+1

V 1
n+1

(1 − ϕ(k − n + 1))

− F 1
n

µ1
0,n

V 1
n

− F 1
b,n

µ1
0,n

V 1
n

(1 − ϕ(n))

+ ktm(Tn)M1
n

V 1
n

λ1
0,n

V 1
n

V 1
n + ktd(Tn)

λ1
0,n

V 1
n

λ1
0,n

V 1
n

V 1
n (4.25)

dµ1,n

dt
= F 1

n−1
µ1

1,n−1

V 1
n−1

(1 − ϕ(n)) + F 1
b,n+1

µ1
1,n+1

V 1
n+1

(1 − ϕ(k − n + 1))

− F 1
n

µ1
1,n

V 1
n

− F 1
b,n

µ1
1,n

V 1
n

(1 − ϕ(n))

+ ktd(Tn)
λ1

0,n

V 1
n

λ1
1,n

V 1
n

V 1
n + ktm(Tn)M1

n

V 1
n

λ1
1,n

V 1
n

V 1
n

− ktp(Tn)
(

λ1
0,n

V 1
n

µ1
2,n

V 1
n

−
λ1

1,n

V 1
n

µ1
1,n

V 1
n

)
V 1

n (4.26)

dµ2,n

dt
= F 1

n−1
µ1

2,n−1

V 1
n−1

(1 − ϕ(n)) + F 1
b,n+1

µ1
2,n+1

V 1
n+1

(1 − ϕ(k − n + 1))

− F 1
n

µ1
2,n

V 1
n

− F 1
b,n

µ1
2,n

V 1
n

(1 − ϕ(n))

+ ktd(Tn)
λ1

0,n

V 1
n

λ1
2,n

V 1
n

V 1
n + ktm(Tn)M1

n

V 1
n

λ1
2,n

V 1
n

V 1
n

− ktp(Tn)
(

λ1
0,n

V 1
n

µ1
3,n

V 1
n

−
λ1

2,n

V 1
n

µ1
1,n

V 1
n

)
V 1

n (4.27)

Since the kinetic model considers transfer to polymer, a closure problem is
created, i.e., the balance of dead moment of order j depends on the dead moment
of order j + 1. As a means of circumventing this problem, an empirical closure
equation was employed (Equation (4.28)) (Hulburt and Katz, 1964). Finally, the
average properties of the polymer can be calculated based on the moment equations.
Equations (4.29)–(4.31) represent the number average molar mass (Mnn), weight
average molar mass (Mwn) and the polydispersity index (PDIn), respectively.

µ1
3,n = µ1

2,n

(2µ1
0,nµ1

2,n − (µ1
1,n)2)

µ1
0,nµ1

1,n

(4.28)

125



Mnn = λ1,n + µ1,n

λ0,n + µ0,n

(4.29)

Mwn = λ2,n + µ2,n

λ1,n + µ1,n

(4.30)

PDIn = Mwn

Mnn

(4.31)

4.1.4 Energy Balances

Temperature is one of the most important variables in polymerization pro-
cesses (Leiza and Pinto, 2007). Indeed, all polymer properties are influenced by
this variable. If the heat released by reaction is not removed from the system, se-
rious operational problems can be triggered. One of the most common operational
problems is the so called thermal runaway (Hutchinson and Penlidis, 2007). Under
this condition, the controllability of the reactor is lost and the reactor must be shut
down to avoid explosions and other material losses.

To avoid operational problems related to heat removal, special attention must
be paid to the design of the cooling apparatus. For this endeavor, jackets are the
cooling devices employed most often. In these jackets, a cooling liquid (generally
water) flows at a lower temperature than the reactor, thus removing the heat gen-
erated by the reaction. In order to design a cooling jacket, the engineer must know
the process conditions to produce a polymer product with a desired set of final prop-
erties beforehand (Hutchinson and Penlidis, 2007). For the sake of avoiding future
problems in the case of changes in process flowsheet or operational conditions, these
jackets are usually overdesigned (Leiza and Pinto, 2007).

Given the importance of temperature for most polymerization systems, it is of
paramount concern that the model should include energy balances in order to cal-
culate the reactor and jacket temperature along the length of the reactor. Equation
(4.32) represents the energy balance for each tank in the model.
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cps,n
dTn

dt
= mwϕ(n)

∫ Tin

Tn

cpw(T )dT + mmϕ(n)
∫ Tin

Tn

cpm(T )dT

+ (1 − ϕ(n))
(

F 1
n−1

M1
n−1

V 1
n−1

+ F 2
n−1

M2
n−1

V 2
n−1

)∫ Tn−1

Tn

cpm(T )dT

+ (1 − ϕ(n))
(

F 1
n−1

P 1
n−1

V 1
n−1

)∫ Tn−1

Tn

cpp(T )dT

+ (1 − ϕ(n))
(

F 2
n−1

W 2
n−1

V 2
n−1

)∫ Tn−1

Tn

cpw(T )dT

+ (1 − ϕ(k − n + 1))
(

F 1
b,n+1

M1
n+1

V 1
n+1

+ F 2
b,n+1

M2
n+1

V 2
n+1

)∫ Tn+1

Tn

cpm(T )dT

+ (1 − ϕ(k − n + 1))
(

F 2
b,n+1

W 2
n+1

V 2
n+1

)∫ Tn+1

Tn

cpw(T )dT

+ (1 − ϕ(k − n + 1))
(

F 1
b,n+1

P 1
n+1

V 1
n+1

)∫ Tn+1

Tn

cpp(T )dT

+ kp(Tn)M1
n

V 1
n

λ1
0,n

V 1
n

V 1
n (−∆H) −

(
Un × 10−3

)
An(Tn − Tj,n) (4.32)

cps,n = Mncpm(Tn) + Pncpp(Tn) + Wncpw(Tn) (4.33)

An = πdr,extln (4.34)

ln = L

k
(4.35)

L =
3∑

z=1
Lz (4.36)

Attention must be paid to the fact that there are multiple cooling jackets in
the model, as shown in Equations (4.37)–(4.39).
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ρwVj,ncpw(Tj,n)
MMw

dTj,n

dt
= mw,j

(
Ω(n)

∫ Tj,in,z

Tj,n

cpw(T )dT

+(1 − Ω(n))
∫ Tj,n−1

Tj,n

cpw(T )dT

)
+ (Un × 10−3)An(Tn − Tj,n) (4.37)

If n is in section z then:

mw,j = mw,j,z (4.38)

Ω (n) =
1 if n is the first tank in the zone

0 otherwise
(4.39)

4.1.5 Dimensionless Groups

In order to describe the oscillatory flow in baffled tubes under oscillatory con-
ditions, previous investigators used the net Reynolds number, oscillatory Reynolds
number, and the Strouhal number as shown in Equations (4.40)–(4.42), respectively
(Brunold et al., 1989; Howes et al., 1991; Mackley and Ni, 1991; Ni and Gough,
1997). In comparison to the conventional net Reynolds number that accounts for
the continuous flow component, the oscillatory Reynolds number takes into account
the frequency and amplitude of oscillation. Equation (4.43) represents the net flow
velocity based on the cross section area of the reactor (Equation (4.44)).

Res,n = ρs,nvs,ndr,int

ηs,n

(4.40)

Reo,n = 2πfoχoρs,ndr,int

ηs,n

(4.41)

St = dr,int

4πχo

(4.42)
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vs,n =


Fn−Fb,k+1
Cn

if n < k

Fn

Cn
if n = k

(4.43)

Cn =
πd2

r,int

4 (4.44)

The continuous flow in circular tubes can be characterized as laminar in the
region where Re ≤ 2300, transition to turbulent in 2300 < Re ≤ 10000 and fully
turbulent at Re > 10000. In oscillatory flow, Stonestreet and Van der Veeken (1999)
identified that for Reo ≤ 250 the flow is 2D axi-symmetric with low intensity mixing,
when Reo > 250 the flow becomes 3D non axi-symmetric and at Reo ≥ 2, 000 the
flow becomes effectively turbulent.

Stonestreet and Van der Veeken (1999) and Stonestreet and Harvey (2002)
also used the ratio of the oscillatory Reynolds number to the net Reynolds number
as a design variable. This variable is known as velocity ratio (Equation (4.45)). In
practical terms, it is desirable to have velocity ratios at least greater than 2 so that
the oscillatory flow governs the mixing regime guaranteeing that the flow will be
fully reversing (Harvey et al., 2001).

Ψn = Reo,n

Res,n

(4.45)

4.1.6 Heat Transfer

In comparison to other reactors, the COBR has the advantage of improving
the heat transfer coefficients as reported by Mackley et al. (1990) and Mackley and
Stonestreet (1995). Figure 4.2 illustrates, in a simplified manner, the cross section
view of the reactor and its jacket. In order to compute the overall heat transfer
coefficient between the jacket and the reactor, it is necessary to use correlations for
the Nusselt number inside the reactor (considering it as a tube), the jacket Nusselt
(annular area) and to consider the thermal conductivity of the wall.

Law et al. (2018) investigated the effects of fluid oscillation in the heat transfer
coefficients and proposed the correlations described in Equations (4.46) and (4.47)
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to fit their data. In these correlations, Pr represents the Prandtl number of the
suspension (Equation (4.48)).

• 0 ≤ Reo,n ≤ 1300

Nus,n = 0.0022Re0.7
s,nPr0.3

s,nRe0.44
o,n (4.46)

• Reo,n ≥ 1300

Nus,n = 0.52Re0.7
s,nPr0.3

s,n (4.47)

Prs,n =
cps,nηs,n

σs,n

(4.48)

Figure 4.2: Cross section view of the reactor and jacket.

In order to determine the heat transfer coefficients in annular concentric tubes,
three types of boundary conditions can be usually applied, namely (Gnielinski,
2010):

• Heat transfer from the inner tube, with the outer tube insulated;

• Heat transfer from the outer tube, with the inner tube insulated;

• Heat transfer from both inner and outer tubes with both walls at the same
temperature.
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The Reynolds number in annular regions, Equation (4.49), is slightly different
from its counterpart defined in circular ducts. The equivalent of the duct diameter
in circular ducts is the hydraulic diameter in annular ducts, which is the difference
between the outer diameter (jacket) and the inner diameter (reactor) (Equation
(4.50)). All the properties regarding the jacket side must be calculated at the tem-
perature of the jacket.

Rej,n = ρwvj,zdh

ηw,j,n

(4.49)

dh = dj − dr,ext (4.50)

vj,z = mw,jMMw

ρwAj

(4.51)

Aj = π

4
(
d2

j − d2
r,ext

)
(4.52)

Martin (1990) apud Gnielinski (2010) developed the following correlation,
Equation (4.53), for the jacket side Nusselt number (Nuj,n) employing the first
boundary condition and assuming thermally and hydrodynamically developed lam-
inar flow:

• Rej,n ≤ 2300

Nu1 = 3.66 + 1.2
(

dr,ext

dj

)−0.8

(4.53)

Nuj,n = Nu1 (4.54)
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In the transition regime, Gnielinski (2010) suggested the following correlations
to calculate the Nusselt number (Equation (4.60)):

• 2300 < Rej,n < 104

Nu2 = fg
3

√
Rej,nPrj,ndh

ln
(4.55)

Nu3 =
[

2
1 + 22Prj,n

]1/6 (
Rej,nPrj,ndh

ln

)1/2

(4.56)

fg = 1.615
1 + 0.14

(
dr,ext

dj

)−1/2
 (4.57)

Nulam =
(
Nu3

1 + Nu3
2 + Nu3

3

)1/3
(4.58)

Λ = Rej,n − 2300
104 − 2300 (4.59)

Nuj,n = (1 − Λ)Nulam(Rej,n = 2300) + ΛNuturb(Rej,n = 104) (4.60)

When the flow is in the fully turbulent regime, Equation (4.61) can be used to
describe the Nusselt number (Gnielinski, 2009). fNu is the so called friction factor
for turbulent flow in smooth tubes (Gnielinski, 2007). The ξ factor was estimated
by Petukhov and Roizen (1964).

• Rej,n ≥ 104

Nuturb = (fNu/8)Rej,nPrj,n

1 + 12.7
√

fNu/8(Pr
2/3
j,n − 1)

1 +
(

dh

ln

)2/3
 ξ (4.61)

fNu = (1.8 log10 Rej,n − 1.5)−2 (4.62)
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ξ = 0.86
(

dr,ext

dj

)−0.16

(4.63)

Nuj,n = Nuturb (4.64)

By using the definitions of the Nusselt number in the reactor and in the jacket
(Equations (4.65) and (4.66)), the overall heat transfer coefficient between the jacket
and the reactor can be calculated according to Equation (4.67). Additionally, the
suspension properties were calculated with the equations in Tables 4.3 and 4.4.

Nus,n = hs,ndr,int

σs,n

(4.65)

Nuj,n = hj,ndh

σw,j,n

(4.66)

1
Un

= 1
hs,n

+ dr,int

dr,exthj,n

+ dr,int
ln(dr,ext/dr,int)

2kwall

(4.67)

4.1.7 Regulatory Control

Polymerization reactions are prone to instabilities mostly related to thermal,
viscous, hydrodynamic and kinetic effects (Hutchinson and Penlidis, 2007; Leiza
and Pinto, 2007). The safety of operation of unstable processes is guaranteed by
regulatory control loops. This type of control loop keeps the main process variables
at their setpoints guaranteeing secure operation (Skogestad and Postlethwaite, 2005;
Seborg et al., 2010). In order to maintain the reactor at the desired temperature,
three proportional-integral controllers (z = 1, 2, 3) were implemented (Equation
(4.68)), one for each zone in Figure 3.7. The manipulated and controlled variables
are the jacket inlet temperatures (Tj,in,z) and the temperatures at specified positions
in each zone z (Tm,z), respectively. The controllers gains are reported in Table 4.4.
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Tj,in,z = Tj,in,ref + Kc

[
(Tm,z − Tsp,z) + 1

τi

∫ t

0
(Tm,z − Tsp,z) dt

]
(4.68)

By defining Ez (error) as Ez = Tm,z − Tsp,z, Equation (4.68) becomes:

Tj,in,z = Tj,in,ref + Kc

[
Ez + 1

τi

∫ t

0
Ezdt

]
(4.69)

By appending Ez as a state variable in the system of differential-algebraic
equations and providing an initial condition, the value of the integral in Equation
(4.69) is obtained after integration until time t. Consequently, the value of the ma-
nipulated variable can be explicitly calculated. The system of algebraic-differential
equations was implemented and solved in a Fortran environment with the DASSL
solver (Petzold, 1982) with absolute tolerances of 1 × 10−7 for all the variables.

4.2 Literature Data

A complete description of the experimental apparatus can be found in Lobry
et al. (2015) and Lobry (2012). Figure 3.7, in Chapter 3, shows a schematic rep-
resentation of the experimental apparatus. The oscillatory baffled reactor provided
by Nitech® Solutions was made of borosilicate glass. The liquid-liquid dispersion,
heating, reaction, and cooling sections were 9.15, 12.2, 9.15, and 3.75 m long, re-
spectively, leading to a total reactor length of 34.25 m. The straight sections were
connected through U-shaped sections. Each straight section in Figure 3.7 comprised
4 subsections with a length of 700 mm. Each subsection was equipped with 23 baf-
fles. The tube diameter was equal to 15 mm and the orifice opening was equal to 8
mm.

Given the low temperature at the liquid-liquid dispersion zone (Table 4.5), it
was considered that no reaction took place in this zone. As such, the mathematical
model considers only the heating, reaction and cooling zones of the reactor (total
length of 25 m). For modeling purposes each zone was represented as a jacketed
tube, so that 3 jackets (z=1,2,3) must be considered, one for each zone in Figure
3.7. The overall residence time in the reactor was about 45 min, 30 of which were
devoted to the polymerization reaction. The authors reported the use of Di-(4-tert-
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butyl-cyclohexyl)-peroxydicarbonate (DTBC) as initiator. Figure 4.3 displays the
dynamic conversion data at reactor outlet and steady state profiles for two reported
successful experiments.

Figure 4.3: Conversion data at the outlet stream (A) and along the reactor length
(B) (Lobry et al., 2015; Lobry, 2012).

Table 4.5: Experimental conditions (Lobry et al., 2015; Lobry, 2012).
Exp. 1 Exp. 2

mm [kmol s−1] 4.25 × 10−6 4.32 × 10−6

mw [kmol s−1] 1.08 × 10−4 1.13 × 10−4

mi/mm [% mol] 0.06 0.11
my/mm [ppm] 1,220 2,250
T (Liq − Liq) [K] 295.15 295.15
T (Heating) [K] 317.15 317.15
T (Reaction) [K] 317.15 317.15
T (Cooling) [K] 291.15 291.15
Tin [K] 295.15 295.15
χo [m] 3.0 × 10−2 3.0 × 10−2

fo [Hz] 1 1
dr,int [m] 1.5 × 10−2 1.5 × 10−2

do [m] 8.0 × 10−3 8.0 × 10−3

The authors mentioned the possible occurrence of several operational problems
while conducting the experiments. For example, the formation of gas bubbles inside
the reactor is possible when the reaction temperature is higher than the boiling
temperature of the reacting mixture, stopping the pulsating flow and causing the
appearance of incrustations. Therefore, the operating pressure must be sufficiently
high to avoid the formation of gas bubbles.
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4.3 Results and Discussion

4.3.1 Effect of Backflow and Number of Tanks

In this subsection, a convergence analysis is performed. Firstly, the effect of the
number of tanks (k) on the model response is investigated. In order to understand
the effect of k on the simulation results, initially, simulations were performed by
setting Fb,n equal to zero. The reactor dimensions presented in Table 4.5 were
utilized, except the temperature profile and initiator type and amount in order
to obtain higher conversions. In this section, diisobutyryl peroxide (DIBP) was
employed at concentration of 0.03% molar with respect to the monomer molar flow
rate. The temperature setpoints of zones 1,2 and 3 (z=1,2,3) were made equal to
Tsp,1 = Tsp,2 = 323.15 K and Tsp,3 = 291.15 K. Additionally, the temperatures at the
end of each zone were selected as controlled variables. In Figure 4.4, it is possible to
observe that as the number of tanks increases, the conversion profile at the reactor
outlet approaches the plug flow response. At lower number of tanks, the response
exhibits dispersion and approaches the response of a stirred tank. Beyond k = 70,
conversion curves almost overlap.

Figure 4.4: Effect of k on dynamic conversion profile at the reactor outlet.
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In Figure 4.5, the steady state temperature profiles are shown. Similar to the
conversion profiles, the simulations performed with k = 70 and k = 80 were almost
identical, highlighting that the model response has converged. The ‘staircase-like’
temperature profiles in Figure 4.5 are due to the fact that in the tanks-in-series
model the properties at every point of the tank are the same.

Figure 4.5: Effect of k on the steady state temperature profile.

In Figures 4.6 and 4.7, the number of tanks was fixed at 80 and the effect of the
backflow was investigated. Before discussing the obtained results, it is important
to emphasize that the backflow parameter in the tanks-in-series model is equivalent
to the diffusion coefficient in the dispersion model. This parameter is employed to
simulate mixing in the longitudinal direction. By increasing the backflow parameter,
as shown in Figure 4.6, it can be noticed that the response starts to deviate from the
plug flow behavior. Increasing the backflow is somewhat similar to decreasing the
number of tanks in the simulations; in other words, the value of k must increase with
the value of Fb,n to assure the plug flow behavior of the reactor. It must be observed,
however, that k can be interpreted on physical terms, as the number of independent
reactor volumes constitutes a physical geometric parameter of the reactor vessel.
The high backflow values were selected on purpose to illustrate the robustness of the
proposed modeling approach. In Figure 4.7, it is shown that large backflow rates
may exert a strong effect on the energy balances along the reactor length. This
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occurs because, in these simulations, the controlled variables are the temperatures
at the end of each zone and the high backflow causes strong interaction between the
controlled and manipulated variables, causing mixing between consecutive reaction
zones.

Figure 4.6: Effect of Fb,n on dynamic conversion profile at the reactor outlet.

Figure 4.7: Effect of Fb,n on the steady state temperature profile.

140



In Figures 4.8 and 4.9, the same simulations performed in Figures 4.6 and 4.7
were performed assuming that the controlled temperature was located at the position
of 6 tanks before the last tank in the heating and reaction zones, respectively. In
the cooling zone, the temperature of the last tank remained the controlled variable.
It can be seen in Figure 4.9 that a more well-behaved temperature profile along the
reactor length can be obtained. Therefore, the upcoming simulations in this work
consider that the controlled temperatures are located 6 tanks before the last tank
in zones 1 and 2.

The COBR was conceived as a reactor that can achieve near plug flow regime at
net laminar flow conditions (Harvey et al., 2001). With that in mind and the results
shown so far, it can be concluded that the parameters k = 80 and Fb,n below 0.5Fin

give near plug flow responses in the simulated conditions. Therefore, from this point
afterwards, all the simulations will be performed with k = 80 and Fb,n = 0.3Fin.
The actual number of compartments in Lobry’s work (Lobry, 2012; Lobry et al.,
2015) was around 1200, however, the convergence study has shown that near plug
flow responses can be achieved with much less compartments. Consequently, one
‘numerical compartment’ represents nearly 15 ‘real physical compartments’.

Figure 4.8: Effect of Fb,n on dynamic conversion profile at the reactor outlet. Con-
trolled temperatures located at intermediate positions in zones 1 and 2.

141



Figure 4.9: Effect of Fb,n on the steady state temperature profile. Controlled tem-
peratures located at intermediate positions in zones 1 and 2.

It must also be said that some works such as Reis et al. (2004, 2010) in-
vestigated the effect of backflow on the residence time distributions in mesoscale
oscillatory baffled reactors. Additionally, Smith and Mackley (2006) and Slavnić
et al. (2017) developed correlations based on experimental data to calculate the
diffusion coefficient and the Peclet number as a way of characterizing the deviation
from plug flow based on the operation conditions. However, these studies focused
on homogeneous systems; the studies characterizing the flow behavior of heteroge-
neous systems, such as suspension polymerization, are scarce. For instance Kacker
et al. (2017) investigated the residence time distributions in a DN15 oscillatory
baffled flow crystallizer from Nitech® Solutions emphasizing the differences in oper-
ation conditions that give near plug flow regime in homogeneous and heterogeneous
systems. Ejim et al. (2017) performed a design of experiments to understand the
effect of baffle geometry on the flow behavior in solid-liquid systems in meso tubes.
Similarly, Slavnić et al. (2019) studied the flow behavior of solids in a 2 m long oscil-
latory baffled reactor with 26 mm internal diameter and used the dispersion model
to calculate the Peclet number of the solids. Finally, Jimeno et al. (2022) developed
a numerical study using computational fluid dynamics software to simulate the effect
of particle size on the flow behavior of the solids. In spite of that, these studies are
limited and a correlation relating the backflow with the operational conditions has
not been proposed yet. Consequently, the present work assumes that the deviations
from plug flow behavior are small. Further studies will be performed to characterize
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the flow behavior in terms of the operation conditions and the backflow parameter.

4.3.2 Fitting Experimental Data

In this section, the model predictions are compared to experimental data pro-
vided by Lobry and co-workers (Lobry et al., 2015; Lobry, 2012). The experimental
conditions shown in Table 4.5 were used as inputs to the model. Since the tempera-
ture in the heating and reaction zones was equal to 317.15 K (44oC), the setpoints of
the controllers of these zones (Tsp,z, z = 1, 2) were set to 317.15 K. The last zone, i.e.,
the cooling zone (z = 3), was maintained at a lower temperature 291.15 K, conse-
quently, the setpoint of the last section was set to Tsp,z = 291.15 K. The initiator used
was Di-(4-tert-butyl-cyclohexyl)-peroxydicarbonate (DTBC), whose decomposition
rate constant is shown in Table 4.2. In these experimental conditions: Reo = 3675,
Ren = 258, St = 0.04 and Ψ = 14.2 (calculated at T = 317.15K). Figure 4.10 shows
the model predictions and the available experimental conversion data.

Figure 4.10: Calculated and experimental conversion values.

143



On the left side of Figure 4.10, the dynamic conversion data obtained at the
reactor outlet are shown. On the right side, the steady state conversion data along
the reactor length are shown. The final conversion predicted by the model in Exp. 1
was equal to 16%, which was in good agreement with the 20% obtained from exper-
imental data without any sort of parameter fitting. However, the model responded
faster in comparison to the data, which can be related to the startup procedure and
to occurrence of more pronounced mixing effects. In spite of that, the steady state
prediction for Exp. 1 was in very good agreement with the data. Yet regarding Fig-
ure 4.10, the final prediction of conversion in Exp. 2 was equal to 21% whereas the
experimental data were close to 32%, although the steady state profiles were once
more very similar. As a whole, given the fact that none of the model parameters
were manipulated to represent the data, the obtained results can be indeed regarded
as very good, encouraging the use of the model to perform other simulation studies.

Figure 4.11 depicts the model predictions for the average polymer molar masses
at steady state conditions. The average molar masses were considerably high, Mw

values close to 6.0 × 105 kg kmol−1, because of the small concentration of radi-
cals inside the reactor, the low monomer conversions and low reaction temperature
(Figure 4.12). At T = 317.15 K, the half-life time of the employed initiator was
t1/2 = ln(2)/kd = 1020 min, which was 30 times higher than the residence time in
the reaction section. In other words, most of the initiator was passing through the
reactor without decomposing and forming radicals.

Figure 4.11: Steady state model predictions for Mn (left axis) and Mw (right axis)
values in Exp. 1 (solid line) and Exp. 2 (dashed line).
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Since the amount of initiator in Exp. 2 was twice the amount in Exp. 1, the
average molar masses in Exp. 2 were slightly smaller (dashed lines in Figure 4.11).
The dynamic temperature profiles of the reactor and cooling jackets are shown in
Figure 4.12. It can be seen that the controllers were able to maintain the temperature
of each zone at their respective setpoints.

Figure 4.12: Simulated reactor (A,C) and jacket temperatures (B,D) in Exp. 1
(A,B) and Exp. 2 (C,D).

4.3.3 Effect of Initiator Type

In this part of the work, some aspects of the model were investigated at differ-
ent conditions to understand the behavior of the COBR. In this set of simulations,
the inlet temperature of the feed and the reactor temperature were assumed to be
equal to 50oC (323.15 K), so that the setpoints of the controllers and the initial
conditions were set to this value in order to guarantee a uniform temperature profile
along the reactor length. Additionally, the volumetric fraction of water (Φ2) was
set to 0.6 which is close to values used in industry to perform suspension polymer-
izations. Simulations were performed for three initiator types, namely di-(4-tert-
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butyl-cyclohexyl)-peroxydicarbonate (DTBC), cumyl peroxyneodecanoate (CPND)
and diisobutyryl peroxide (DIBP) (Table 4.2). The ratio of initiator to monomer
feed was fixed at 0.03% in molar basis. The inlet flow rate was kept the same in
order to keep the same residence time described by Lobry et al. (2015).

At 50oC, DTBC, CPND and DIBP have half-life times of 418.6, 123.5 and 14.6
min, respectively. Since the average residence time for the polymerization reaction
is about 33 min, the half-life of the faster initiator, DIBP, is half the reactor average
residence time. In other words, the initiator has enough time to decompose and
to form radicals inside the reactor. In Figures 4.13 and 4.14, below, the dynamic
conversion profiles at the outlet and steady state profiles along the reactor length
are shown, respectively. With the fast initiator, DIPB, 96% conversion is achieved
whereas monomer conversions achieved with CPND and DTBC were equal to 48
and 25%, respectively. These results clearly indicate that the initiator type must
be carefully selected, considering its half-life time in comparison to the average
residence time of the reactor in the process of designing COBR experiments.

Figure 4.13: Effect of initiator type on dynamic conversion profile at the reactor
outlet.

In Figure 4.15, the steady state reactor temperature profiles obtained from the
simulations with each initiator type are shown. It can be seen that at low conversions
very little stress is put on the cooling system; consequently, the reactor temperature
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is kept nearly constant at 323.15 K. However, when using a fast initiator and reaching
higher conversions, it is possible to observe variations of up to 4.4 degrees inside the
second zone of the reactor. This behavior can be attributed to the gel effect, which
causes the propagation rate to accelerate in comparison to the termination rate
constant.

Figure 4.14: Effect of initiator type on the steady state conversion profile.

Figure 4.15: Effect of initiator type on the steady state reactor temperature profile.
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The gel effect is of paramount importance for the operation of polymerization
reactions because it can cause temperature runaways if the control systems are not
able to maintain the reactor at the desired temperature. These results explain,
in part, some of the difficulties reported by Lobry and co-workers (Lobry et al.,
2015; Lobry, 2012) when trying to operate the reactor at more severe operation
conditions. Depending on the temperature of operation and pressure, as argued by
the author, these temperature hotspots can cause the appearance of gas bubbles
inside the reactor due to the vaporization of the monomer. The appearance of this
gas phase stops the pulsation of the flow, jeopardizing the operation.

Figure 4.16: Controlled temperature in each zone.

In Figure 4.16, the controlled variables for the simulation performed with DIBP
are shown. It is noticeable that these system variables reach a steady state in
roughly 3 residence times showing that the control loops are achieving the control
objective efficiently. It is also possible to observe a noticeable coupling between
the controlled and manipulated variables in Figures 4.16 and 4.17. As the reaction
starts, the reactor temperature is expected to increase due to the polymerization
reaction; consequently, the manipulated jacket temperatures are reduced to remove
the heat released by reaction. However, as the fluid from the first zone passes
through the second and the third with its temperature approaching the setpoint,
this information is passed to the second and third controllers which increase the
inlet jacket temperatures at t=1700 and 2000 s, respectively. This observation
shows that the system under consideration exhibits coupling and time delays since
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the controlled variables are the temperatures near the end of each zone and the
manipulated variables are the inlet jacket feed temperatures at the entrance of each
zone; consequently, the residence time of the fluid in each zone (time delay) must
be considered in designing control loops for this reactor. For the sake of this initial
study, the control strategy was satisfactory. However, more robust strategies must
be investigated in order to allow the proper operation at higher reactor temperatures
and monomer conversions. It is also worth mentioning that the first zone has the
lowest jacket inlet temperature because of its largest length (12.2 m), consequently,
a large amount of heat must be removed from this zone.

Figure 4.17: Jacket inlet temperature.

Figure 4.18 shows the spatial-temporal profile of heat generated by the reac-
tion (Q̇gen = (−∆H)Rpol) in the simulation performed with DIBP. It is possible
to observe that at steady state conditions the highest amount of heat is generated
between 12 and 16 m which is responsible for the hotspot previously seen in Fig-
ure 4.15. This fact is a consequence of the high polymerization rates at this location
of the reactor. On the other hand, the last section of the reactor exhibits low rates
of heat generation as a consequence of the low polymerization rates. In this case,
the low polymerization rates are due to the low concentration of initiator in this
zone. This non-uniform heat generation profile implies that the overall heat transfer
capacity of the reactor is not being fully utilized and must be carefully considered
during the operation at high monomer conversion.
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Figure 4.18: Heat generation profile in the simulation performed with DIBP.

In an attempt to obtain a more uniform heat generation profile along the
reactor length, a new simulation was performed considering two initiator injection
points, one at the reactor inlet and the other in the entrance of the third zone. In
this case, the same total amount of initiator used in the previous simulation was
employed with the difference that 70% was used at the reactor inlet and 30% was fed
to the third zone. Figure 4.19 shows the heat generation profile obtained from this
strategy, being possible to observe a more uniform heat generation profile, which
suggests that the heat transfer capacity of the reactor can be better utilized and the
temperature control can be improved.

In Figure 4.20, a comparison between the single initiator feed and the two
feeds strategy is shown. In the case of the two feeds strategy, the acceleration
of the conversion curve is diminished as a result of lower polymerization rates in
intermediate positions of the reactor, which keeps the temperature profile closer to
the setpoint. Given the lower concentration of initiator in the first sections of the
reactor in comparison to the single feed strategy, the molar mass of the polymer is
slightly higher in comparison to the molar mass obtained with a single initiator feed
strategy.
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Figure 4.19: Heat generation profile in the simulation performed with DIBP and
two initiator feed points.

Figure 4.20: Comparison between steady state profiles in simulations performed with
single initiator and two initiator feeds. A) Conversion, B) Reactor temperature, C)
Number average molar mass, and D) Initiator.
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4.3.4 Effect of Oscillation Velocity

In this subsection, the effect of the oscillatory conditions was investigated.
Since the oscillation amplitude (χo) and frequency (fo) appear together in Equation
(4.41), the product χofo (oscillation velocity) was considered as a lumped parameter
in this part of the work. According to Equation (4.46), the amplitude and frequency
of oscillation affect the heat transfer characteristics of the reactor. In Figure 4.21, the
Nusselt number (Nus) and heat transfer coefficient of the suspension (hs) (reactor
side) as well as the overall heat transfer coefficient (U) are shown for simulations
performed with different χofo. In the first simulation, when Reo = 2480, the Nus,
hs and U are close to 35, 970 J s−1 m−2 K−1 and 320 J s−1 m−2 K−1, respectively,
indicating that the heat transfer rate at the tube side is high. For comparative
purposes, the Nusselt number in a tube under developed laminar flow conditions
is 3.66 (Bergman et al., 2011). In the simulation performed with Reo = 1240, the
tube side Nusselt number is still high, although at this condition the oscillatory
conditions are slightly below the point where the heat transfer due to oscillatory
flow becomes asymptotic (Reo = 1300 according to Equations (4.46) and (4.47)).
Decreasing χofo even further to 0.0037 m s−1 causes Nus to approach 17, hs drops
to 477 J s−1 m−2 K−1 and U approaches 240 J s−1 m−2 K−1. The calculated values
of U show a good agreement with the experimental values reported by Briggs et al.
(2021) in a similar apparatus setup.

4.4 Concluding Remarks

In the present chapter, a comprehensive model was built and implemented
to represent suspension polymerizations in continuous oscillatory baffled reactors
for the first time. The heat transfer rates, kinetics and polymer properties were
considered in the proposed modeling approach. The model was able to represent
the available literature data that reported monomer conversions for vinyl acetate
polymerizations performed in COBR reactors. It was shown, in particular, that the
initiator type and amounts play important roles for the development of temperature
profiles along the reactor. Additionally, the use of multiple initiator feed points
can lead to more uniform heat generation profiles, which can be useful to allow the
tighter control of the reactor temperature and to avoid the appearance of hotspots.
The effect of the oscillatory conditions was also investigated and it was shown that
low oscillation velocities can cause the reduction of the heat transfer capacity of
the reactor. This information can be particularly useful for further studies and
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experiments regarding reactors of larger diameter.

Figure 4.21: Effect of χofo on the reactor side Nusselt number and heat transfer
coefficients.
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List of Abbreviations

Abbreviation Meaning
COBR Continuous Oscillatory Baffled Reactor
DTBC Di-(4-tert-butyl-cyclohexyl)-peroxydicarbonate
CPND Cumyl peroxyneodecanoate
DIBP Diisobutyryl peroxide
PVAC Poly(vinyl acetate)

List of Symbols

Symbol Meaning
A Heat transfer area [m2]
cp Heat capacity [kJ kg−1 K−1]
cp Heat capacity [kJ kmol−1 K−1]
C Cross section area of the reactor [m2]
Cpva Concentration of poly(vinyl alcohol) [kg m−3]
do Orifice diameter [m]
dr,ext Reactor external diameter [m]
dr,int Reactor internal diameter [m]
d32 Sauter mean diameter [m]
E Error of the controller [K]
fo Frequency of oscillation [s−1]
f Initiator efficiency [-]
F Flow rate [m3 s−1]
h Heat transfer coefficient [J s−1 m−2 K−1]
I Initiator [kmol]
k Total number of tanks [-]
kd Decomposition rate constant [s−1]
kp Propagation rate constant [m3 kmol−1 s−1]
ktm Transfer to monomer rate constant [m3 kmol−1 s−1]
ksol Monomer solubility in water [wt.%]
ktp Transfer to polymer rate constant [m3 kmol−1 s−1]
ktd Termination by disproportionation rate constant [m3 kmol−1 s−1]
kwall Thermal conductivity of the reactor wall [ J s−1 m−1 K−1]
Kc Proportional gain of the controller [-]
l Equivalent length [m]
L Reactor length [m]
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m Molar or mass flow rate [kmol s−1 or kg s−1]
M Monomer [kmol]
MM Molar mass [kg kmol−1]
Mn Number average molar mass [kg kmol−1]
Mw Weight average molar mass [kg kmol−1]
Nu Nusselt number [-]
P Polymer [kmol]
Pr Prandtl number [-]
Q̇gen Heat generated by the reaction [J s−1]
Re Reynolds number [-]
Reo Oscillatory Reynolds number [-]
Rpol Polymerization rate [kmol s−1]
St Strouhal number [-]
T Temperature [K]
U Overall heat transfer coefficient [J s−1 m−2 K−1]
v Velocity [m s−1]
V Volume [m3]
x Conversion [-]
Y Suspending agent [kg]
W Water [kmol]
Greek letters
Φ Volume fraction [-]
ϕ Auxiliary function [-]
Ω Auxiliary function [-]
χo Center-to-peak amplitude of oscillation [m]
λ Living polymer moments [kmol]
µ Dead polymer moments [kmol]
η Viscosity [kg m−1 s−1]
[η]pva Intrinsic viscosity of poly(vinyl alcohol) [m3 kg−1]
σ Thermal conductivity [J m−1 s−1 K−1]
ρ Density [kg m−3]
τi Integral time of the controller [s]
∆H Enthalpy of reaction [kJ kmol−1]
Ψ Velocity ratio [-]
Superscripts
1 Phase 1 (organic phase)
2 Phase 2 (inorganic phase)
Subscripts
0 Zero order moment
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1 First order moment
2 Second order moment
3 Third order moment
b Backflow
c Continuous Phase
d Dispersed Phase
h Ref. to hydraulic diameter
i Initiator
in Inlet
j Jacket
m Monomer
n Tank number
p Polymer
r Reactor
ref Reference value
s Suspension
sp Setpoint
w Water
y Suspending agent
z Reactor zone
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Chapter 5

Poly(vinyl chloride) Suspension
Polymerization in an Oscillatory
Baffled Reactor

In this chapter, the previously developed model to represent the suspension
polymerization of poly(vinyl acetate) (PVAC) in a continuous oscillatory baffled re-
actor (COBR) is extended to represent the polymerization of poly(vinyl chloride)
(PVC). As discussed in Chapter 2, the polymerization of vinyl chloride is a hetero-
geneous process since the monomer presents very low solubility in water, and the
polymer is also insoluble in its monomer. This scenario is quite different from the
polymerization of vinyl acetate. Therefore, this entire chapter is devoted to the
development of a comprehensive mathematical model to represent the polymeriza-
tion of PVC in a continuous oscillatory baffled reactor. For the sake of conciseness,
parallels are drawn between the present chapter and Chapters 2 and 4 when neces-
sary. Furthermore, as an extension of the previous chapters, this part of the work
disregards some aspects presented earlier to avoid redundancy.
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5.1 Model Development

In a similar way as performed in Chapter 4, the following hypotheses were
assumed to be valid during the development of the model used to represent the vinyl
chloride polymerization in a COBR. Caution must be paid to the fact that, in the
present chapter, three phases are considered simultaneously. This additional phase
demands the inclusion of additional balance equations. Moreover, it is important to
emphasize that the batch model developed to describe the suspension polymerization
of vinyl chloride in a stirred tank reactor, presented in Chapter 2, considered a
gaseous phase, which is neglected in this study. In the COBR, it is assumed that
the gaseous phase is not present because the operation pressure is kept above the
saturation pressures of vinyl chloride and water. The additional assumptions are:

• Volume additivity holds;

• Negligible effect of initiator on the overall mixture volume;

• Existence of three phases in equilibrium: monomer-rich (Phase 1), polymer-
rich (Phase 2) and aqueous phase (Phase 3);

• Initiator is insoluble in water;

• Monomer is partially soluble in water;

• Polymer is insoluble in water;

• Monomer is mainly consumed mainly by the propagation reaction;

• Heat of reaction is mainly released by the propagation reaction;

• Chain initiation is much faster than initiator decomposition so that the overall
rate of initiation is governed by initiator decomposition.

5.1.1 Kinetic Model

The kinetic mechanism presented in Table 2.1, in Chapter 2, to describe batch
suspension polymerization of vinyl chloride in an industrial batch reactor was em-
ployed here to describe the polymerization of vinyl chloride in the COBR.
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5.1.2 Equilibrium Calculations

The polymerization of vinyl chloride can be divided into three stages, as ex-
plained in Chapter 2. However, the inclusion of the the first stage, when the conver-
sion (Equation (5.1)) is smaller than 0.001 can be neglected for practical purposes.
Moreover, final conversions of interest are close to 90%. Therefore, in this chapter,
the model neglects the first stage and considers that the initial conversion is equal
to 0.001, so that it is implicitly assumed that there is a small amount of polymer
inside the reactor since the start up.

Let n = 1, 2, 3, ..., k represent the tank number in the series. By comparing
the equation that represents the critical conversion in the COBR (Equation (5.3))
with its counterpart in the industrial batch reactor (Equation (5.4)) an interesting
fact is put in evidence. As M3

n/M2
n represents the molar ratio between monomer

in the aqueous phase (Phase 3) and in the polymer-rich phase (Phase 2), and the
solubility of monomer in water is very low, it can be concluded that the critical
conversion (xf,n) is very close to the equilibrium mass fraction of polymer in the
polymer-rich phase (xs,n) represented in Equation (5.2). In Equation (5.4), on the
other hand, the term that multiplies (1−xs,n) is (M3

n +M4
n)/M2

n and M4
n represents

the monomer in the gaseous phase (Phase 4) which causes the critical conversion
to be lower than xs,n. This observation can be of paramount importance for the
development of efficient operation strategies in the COBR because the identification
of the critical conversion can be important to comprehend the evolution of the
reaction. The equilibrium calculations required to compute the composition of each
phase are described in Table 5.1.

xn = Pn

Mn + Pn

(5.1)

xs,n = φp,nρp

φp,nρp + (1 − φp,n)ρm

(5.2)

xf,n = xs,n

 1
1 + M3

n

M2
n

(1 − xs,n)

 (COBR) (5.3)
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xf,n = xs,n

 1
1 + M3

n+M4
n

M2
n

(1 − xs,n)

 (BATCH) (5.4)

Table 5.1: Equilibrium calculations at the different reaction stages in poly(vinyl
chloride) polymerization.

0.001 < xn ≤ xf,n xn > xf,n

Mn = M1
n + M2

n + M3
n Mn = M1

n + M2
n + M3

n

Vn = V 1
n + V 2

n + V 3
n Vn = V 1

n + V 2
n + V 3

n

Wn = W 3
n Wn = W 3

n

Pn = P 2
n Pn = P 2

n

In = I1
n + I2

n In = I1
n + I2

n

I1
n = InV 1

n

V 1
n +KIV 2

n
I1

n = 0
M2

n = P 2
n

(
1−φp,n

φp,n

) (
ρm

ρp

)
M1

n = 0
M3

n = ksol
MMw

MMm

Zt

Zsat
m

W 3
n M3

n = ksol
MMw

MMm

Zt

Zsat
m

W 3
n

V 1
n = M1

n

ρm
V 1

n = 0
V 2

n = MMm

(
M2

n

ρm
+ P 2

n

ρp

)
V 2

n = MMm

(
M2

n

ρm
+ P 2

n

ρp

)
V 3

n = MMw
W 3

n

ρw
+ MMm

M3
n

ρm
V 3

n = MMw
W 3

n

ρw
+ MMm

M3
n

ρm

ln(1 − φp,n) + φp,n + χF H,nφ2
p,n = 0

χF H,n = 1286.4
Tn

− 3.02

As the reaction proceeds, the polymer molecules form a segregated phase,
namely the polymer-rich phase (Phase 2). The appearance of this polymer-rich
phase characterizes the beginning of the so called Stage 2. As xf,n represents the
critical conversion (Equation (5.3)), then from xn > 0.001 to xn ≤ xf,n, Phase 1
and Phase 2 are in equilibrium, so that the concentrations remain constant until
xf,n is reached (Kiparissides et al., 1997). The fraction of polymer in Phase 2
(Equation (2)) depends on the reaction temperature in accordance with the Flory-
Huggins equation, which depends on an interaction parameter (χF H,n) (Xie et al.,
1991) (see Table 5.1). This stage is characterized by the agglomeration of small
particles (domains) to originate larger porous polymer particles (Yuan et al., 1991).
As the conversion increases, the volume of the polymer-rich phase increases and
monomer from Phase 1 is transferred to Phase 2 to maintain the equilibrium. As
discussed in the previous paragraph xf,n ≈ xs,n, consequently, the range of validity
of the equilibrium calculations shown in Table 5.1 can be expressed in terms of xs,n

without any significant loss of information.
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When the critical conversion is surpassed, the monomer-rich phase disappears
and the reaction continues in the polymer-rich phase only (Table 5.1). Since it is
assumed that there is no gaseous phase present in the COBR, no pressure effect
is expected to occur after disappearance of Phase 2, in opposition to the usual
batch operation, as the monomer from the gas phase migrates to the polymer-
rich phase after disappearance of the monomer-rich phase causing the sustained
decrease of the reactor pressure. At this stage, the polymerization reaction becomes
diffusion controlled due to the decreasing mobility of the reacting molecules due to
the continuous increase in polymer concentration.

5.1.3 Mass Balances

Based on the assumed hypotheses and the schematic representation of the
COBR shown in Figure 4.1, the model equations can be derived. Attention must
be paid to the fact that three phases are considered. Consequently, the following
differential equations represent the overall balances of each component, Equations
(5.5)-(5.11):

ϕ (n) =
1 if n = 1

0 otherwise
(5.5)

dMn

dt
= mmϕ(n) +

3∑
i=1

[
F i

n−1
M i

n−1
V i

n−1
(1 − ϕ(n)) + F i

b,n+1
M i

n+1
V i

n+1
(1 − ϕ(k − n + 1))

−F i
n

M i
n

V i
n

− F i
b,n

M i
n

V i
n

(1 − ϕ(n))
]

−
2∑

i=i

ki
p(Tn)M i

n

V i
n

λi
0,n

V i
n

V i
n (5.6)

dIn

dt
= miϕ(n) +

2∑
i=1

[
F i

n−1
I i

n−1
V i

n−1
(1 − ϕ(n)) + F i

b,n+1
I i

n+1
V i

n+1
(1 − ϕ(k − n + 1))

−F i
n

I i
n

V i
n

− F i
b,n

I i
n

V 1
n

(1 − ϕ(n)) − ki
d(Tn)I i

n

]
(5.7)

dPn

dt
= mpϕ(n) +

2∑
i=1

[
F i

n−1
P i

n−1
V i

n−1
(1 − ϕ(n)) + F i

b,n+1
P i

n+1
V i

n+1
(1 − ϕ(k − n + 1))

−F i
n

P i
n

V i
n

− F i
b,n

P i
n

V i
n

(1 − ϕ(n)) + ki
p(Tn)M i

n

V i
n

λi
0,n

V i
n

V i
n

]
(5.8)
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In Equation (5.8), the polymer in Phase 1 (P 1
n) corresponds to the living poly-

mer chains. In other words, P 1
n is equal to λ1

0,n. However, in free radical polymeriza-
tions the concentration of living radicals is very low (Odian, 2004) and the lifetime
of these radicals is normally of the order of a fraction of a second (Hutchinson and
Penlidis, 2007). Consequently, it is fair to assume that P 1

n ≪ P 2
n so that the overall

polymer balance can be written as Equation (5.9).

dPn

dt
= mpϕ(n) + F 2

n−1
P 2

n−1
V 2

n−1
(1 − ϕ(n)) + F 2

b,n+1
P 2

n+1
V 2

n+1
(1 − ϕ(k − n + 1))

− F 2
n

P 2
n

V 2
n

− F 2
b,n

P 2
n

V 2
n

(1 − ϕ(n)) +
2∑

i=i

ki
p(Tn)M i

n

V i
n

λi
0,n

V i
n

V i
n (5.9)

dWn

dt
= mwϕ(n) + F 3

n−1
W 3

n−1
V 3

n−1
(1 − ϕ(n)) + F 3

b,n+1
W 3

n+1
V 3

n+1
(1 − ϕ(k − n + 1))

− F 3
n

W 3
n

V 3
n

− F 3
b,n

W 3
n

V 3
n

(1 − ϕ(n)) (5.10)

dYn

dt
= myϕ(n) + F 3

n−1
Y 3

n−1
V 3

n−1
(1 − ϕ(n)) + F 3

b,n+1
Y 3

n+1
V 3

n+1
(1 − ϕ(k − n + 1))

− F 3
n

Y 3
n

V 3
n

− F 3
b,n

Y 3
n

V 3
n

(1 − ϕ(n)) (5.11)

By assuming that the tanks are completely filled, so that the tanks volumes
remain constant, Equation (5.12) can be derived to represent the output flow rate
in each tank. The complete derivation of Equations (5.12) to (5.25) can be found
in the Appendix C.

(
Φ1

nαn + Φ2
nβn + Φ3

nγn

)
Fn =

(
MMm

ρm

mm + MMw

ρw

mw + MMm

ρp

mp

)
ϕ(n)

+
(
Φ1

n−1αn−1 + Φ2
n−1βn−1 + Φ3

n−1γn−1
)

Fn−1(1 − ϕ(n))

+
(
Φ1

n+1αn+1 + Φ2
n+1βn+1 + Φ3

n+1γn+1
)

Fb,n+1(1 − ϕ(k − n + 1))

−
(
Φ1

nαn + Φ2
nβn + Φ3

nγn

)
Fb,n(1 − ϕ(n)) + ξn (5.12)
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αn = MMm

ρm

M1
n

V 1
n

(5.13)

βn = MMm

ρm

M2
n

V 2
n

+ MMm

ρp

P 2
n

V 2
n

(5.14)

γn = MMm

ρm

M3
n

V 3
n

+ MMw

ρw

W 3
n

V 3
n

(5.15)

ξn =
(

MMm

ρp

− MMm

ρm

)( 2∑
i=i

ki
p(Tn)M i

n

V i
n

λi
0,n

V i
n

V i
n

)
(5.16)

Φ1
n = V 1

n

Vn

(5.17)

Φ2
n = V 2

n

Vn

(5.18)

Φ3
n = V 3

n

Vn

(5.19)

F 1
n = FnΦ1

n (5.20)

F 2
n = FnΦ2

n (5.21)

F 3
n = FnΦ3

n (5.22)
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F 1
b,n = Fb,nΦ1

n (5.23)

F 2
b,n = Fb,nΦ2

n (5.24)

F 3
b,n = Fb,nΦ3

n (5.25)

5.1.4 Moment Balances

The method of moments constitutes a well-known alternative solution to rep-
resent the main averages of the molar mass distribution when the full calculation
of the molar mass distribution (MMD) is difficult or impractical (Saldívar-Guerra,
2020). As recently reviewed by Zapata-González and Saldívar-Guerra (2023), the
representation of the whole MMD normally requires the solution of a large number
of differential equations whose complexity can be challenging, depending on the ki-
netic mechanism. In these cases, the method of moments can constitute a powerful
tool to calculate the averages of the MMD. The derivation of the moment equations
for the kinetic mechanism of PVC polymerization presented in Chapter 1 is shown
in the Appendix A. Based on the proposed COBR representation, the following dif-
ferential equations (Equation (5.26)-(5.31)) can represent the moment balances in
each tank. The following Equations apply for i = 1, 2.

Moments of living polymer chains

dλi
0,n

dt
= F i

n−1
λi

0,n−1

V i
n−1

(1 − ϕ(n)) + F i
b,n+1

λi
0,n+1

V i
n+1

(1 − ϕ(k − n + 1))

− F i
n

λi
0,n

V i
n

− F i
b,n

λi
0,n

V i
n

(1 − ϕ(n)) + 2f i
nki

d(Tn)I i
n (5.26)

−
(
ki

tc(Tn) + ki
td(Tn)

) λi
0,n

V i
n

λi
0,n

V i
n

V i
n
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dλi
1,n

dt
= F i

n−1
λi

1,n−1

V i
n−1

(1 − ϕ(n)) + F i
b,n+1

λi
1,n+1

V i
n+1

(1 − ϕ(k − n + 1))

− F i
n

λi
1,n

V i
n

− F i
b,n

λi
1,n

V i
n

(1 − ϕ(n)) + 2f i
nki

d(Tn)I i
n + ki

p(Tn)M i
n

V i
n

λi
0

V i
n

V i
n

+ ki
tm(Tn)M i

n

V i
n

(
λi

0,n

V i
n

−
λi

1,n

V i
n

)
V i

n −
(
ki

tc(Tn) + ki
td(Tn)

) λi
0,n

V i
n

λi
1,n

V i
n

V i
n (5.27)

dλi
2,n

dt
= F i

n−1
λi

2,n−1

V i
n−1

(1 − ϕ(n)) + F i
b,n+1

λi
2,n+1

V i
n+1

(1 − ϕ(k − n + 1))

− F i
n

λi
2,n

V i
n

− F i
b,n

λi
2,n

V i
n

(1 − ϕ(n)) + 2f i
nki

d(Tn)I i
n

+ ki
p(Tn)M i

n

V i
n

(
2λi

1,n

V i
n

+
λi

0,n

V i
n

)
V i

n + ki
tm(Tn)M i

n

V i
n

(
λi

0,n

V i
n

−
λi

2,n

V i
n

)
V i

n

−
(
ki

tc(Tn) + ki
td(Tn)

) λi
0,n

V i
n

λi
2,n

V i
n

V i
n (5.28)

Moments of dead polymer chains

dµ2
0,n

dt
= F 2

n−1
µ2

0,n−1

V 2
n−1

(1 − ϕ(n)) + F 2
b,n+1

µ2
0,n+1

V 2
n+1

(1 − ϕ(k − n + 1))

− F 2
n

µ2
0,n

V 2
n

− F 2
b,n

µ2
0,n

V 2
n

(1 − ϕ(n))

+
2∑

i=1

[
ki

tm(Tn)M i
n

V i
n

λi
0,n

V i
n

V i
n +

(1
2ki

tc(Tn) + ki
td(Tn)

) λi
0,n

V i
n

λi
0,n

V i
n

V i
n

]
(5.29)

dµ2
1,n

dt
= F 2

n−1
µ2

1,n−1

V 2
n−1

(1 − ϕ(n)) + F 2
b,n+1

µ2
1,n+1

V 2
n+1

(1 − ϕ(k − n + 1))

− F 2
n

µ2
1,n

V 2
n

− F 2
b,n

µ2
1,n

V 2
n

(1 − ϕ(n))

+
2∑

i=1

[
ki

tm(Tn)M i
n

V i
n

λi
1,n

V i
n

V i
n +

(
ki

tc(Tn) + ki
td(Tn)

) λi
0,n

V i
n

λi
1,n

V i
n

V i
n

]
(5.30)

dµ2
2,n

dt
= F 2

n−1
µ2

2,n−1

V 2
n−1

(1 − ϕ(n)) + F 2
b,n+1

µ2
2,n+1

V 2
n+1

(1 − ϕ(k − n + 1))

− F 2
n

µ2
2,n

V 2
n

− F 2
b,n

µ2
2,n

V 2
n

(1 − ϕ(n))...
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+
2∑

i=1

[
ki

td(Tn)
λi

0,n

V i
n

λi
2,n

V i
n

V i
n + ki

tm(Tn)M i
n

V i
n

λi
2,n

V i
n

V i
n

+ki
tc(Tn)

(
λi

0,n

V i
n

λi
2,n

V i
n

+
λi

1,n

V i
n

λi
1,n

V i
n

)
V i

n

]
(5.31)

With the statistical moments of the MMD, the average molar masses of the
polymer, the K-Value (VK), and the polydispersity index (PDI) can be calculated
as shown in Equations (5.32) through (5.35), respectively. The K-Value correlation
(Equation (5.34)) is due to the work of Abi-Ramia (2012) and Castor (2014).

Mnn = MMm

∑2
i=1 λi

1,n + µ1,n∑2
i=1 λi

0,n + µ0,n

(5.32)

Mwn = MMm

∑2
i=1 λi

2,n + µ2,n∑2
i=1 λi

1,n + µ1,n

(5.33)

V Kn = 0.8482Mw0.385611
n (5.34)

PDIn = Mwn

Mnn

(5.35)

5.1.5 Energy Balances

Temperature is a crucial variable for polymerization systems. In order to rep-
resent the variations of the reactor temperature as a function of the polymerization
conditions, the energy balance in Equation (5.36) was included in the proposed mod-
eling approach. The derivation of Equation (5.36) can be very intuitive if Figure
4.1 (in Chapter 4) is used as reference. Similarly, Equation (5.41) can be derived to
describe the energy balance in the multiple reactor jackets.
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cps,n
dTn

dt
= ϕ(n)

[∫ Tin

Tn

(
mwcpw(T ) + mmcpm(T ) + mpcpp(T )

)
dT

]

+ (1 − ϕ(n))
( 3∑

i=1
F i

n−1
M i

n−1
V i

n−1

)∫ Tn−1

Tn

cpm(T )dT

+ (1 − ϕ(n))
(

F 2
n−1

P 2
n−1

V 2
n−1

)∫ Tn−1

Tn

cpp(T )dT

+ (1 − ϕ(n))
(

F 3
n−1

W 3
n−1

V 3
n−1

)∫ Tn−1

Tn

cp,w(T )dT

+ (1 − ϕ(k − n + 1))
( 3∑

i=1
F i

b,n+1
M i

n+1
V i

n+1

)∫ Tn+1

Tn

cpm(T )dT

+ (1 − ϕ(k − n + 1))
(

F 2
b,n+1

P 2
n+1

V 2
n+1

)∫ Tn+1

Tn

cpp(T )dT

+ (1 − ϕ(k − n + 1))
(

F 3
b,n+1

W 3
n+1

V 3
n+1

)∫ Tn+1

Tn

cpw(T )dT

+ (−∆H)
2∑

i=1
ki

p(Tn)M i
n

V i
n

λi
0,n

V i
n

V i
n + (Un × 10−3)An(Tn − Tj,n) (5.36)

cps,n = Mncpm(Tn) + Pncpp(Tn) + Wncpw(Tn) (5.37)

An = πdr,extln (5.38)

ln = L

k
(5.39)

L =
nz∑

z=1
Lz (5.40)

ρwVj,ncpw(Tj,n)
MMw

dTj,n

dt
= mj

(
Ω(n)

∫ Tj,in,z

Tj,n

cpw(T )dT...

+(1 − Ω(n))
∫ Tj,n−1

Tj,n

cpw(T )dT

)
+ (Un × 10−3)An(Tn − Tj,n) (5.41)
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If n is in section z then:

mj = mj,z (5.42)

Ω (n) =
1 if n is the first tank in the zone

0 otherwise
(5.43)

5.1.6 Reaction Rates

The diffusion phenomena play an important role in the reaction rates in free
radical polymerizations (Maschio and Moutier, 1989). The Free Volume Theory
(Vrentas and Duda, 1977; Bueche, 1962) is usually employed to describe the dif-
fusion limitation effect on the reaction rates. The free volume is a parameter that
can be used to describe the mobility of the polymer and monomer molecules and,
consequently, to model the decrease of rates of termination (‘gel effect’)(O’neil et al.,
1998; Maschio and Moutier, 1989). As monomer is converted to polymer and the
reacting media becomes more viscous, the free volume diminishes considerably. The
rates of propagation can also be influenced by diffusion limitations (‘glass effect’)
when the polymerization temperature is below the glass transition temperature of
the polymer (Kiparissides, 1996). More specifically, as the mobility of the monomer
molecules also become impaired, the propagation rate falls considerably causing
the reaction to "freeze" at conversions below 100%(Achilias and Kiparissides, 1992).
Furthermore, the initiator efficiency can also be impaired at high polymer concen-
trations (‘cage effect’). To account for these effects, the free volume was taken into
consideration in the modeling approach (Equations (5.44)–(5.48)) (Xie et al., 1991a;
Fedors, 1979; Reding et al., 1979; Ceccorulli et al., 1977).

Tgm,n = 70.74 (5.44)

Tgp,n = 87.1 − 0.132(Tn − 273.15) + 273.15 (5.45)

Vfm,n = 0.025 + 9.98 × 10−4(Tn − Tgm,n) (5.46)
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Vfp,n = 0.025 + 5.47 × 10−4(Tn − Tgp,n) (5.47)

Vf,n = Vfp,nφp,n + Vfm,n(1 − φp,n) (5.48)

The kinetic parameters used in this chapter are the same shown in Chapter
2 and used to describe industrial scale batch reactors (Silva et al., 2023). More
specifically, kt and kp were taken from the works of Burnett and Wright (1954) and
Sidiropoulou and Kiparissides (1990), respectively. ktm was taken from Abdel-Alim
and Hamielec (1972). In the rate equations presented below, Equations (5.49)–
(5.56), the value of the universal gas constant R is already included in the exponen-
tial term. Furthermore, it is considered that ktc = 0.25kt and ktd = 0.75kt (Park
and Smith, 1970).

If xn ≤ xf,n

k1
t (Tn) = 1.3 × 1012exp

(−2113.7
Tn

)
(5.49)

k2
t (Tn) = kt,ref (Tn) = k1

t (Tn)/F (Tn) (5.50)

ki
p(Tn) = kp,ref (Tn) = 5.0 × 107exp

(−3320
Tn

)
(5.51)

ki
tm(Tn) = ktm,ref (Tn) = 5.78exp

(−2768
Tn

)
ki

p(Tn) (5.52)

ki
d(Tn) = kd,ref (Tn) = kd0exp

(−E0

Tn

)
(5.53)
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ki
td(Tn) = 0.75ki

t(Tn) (5.54)

ki
tc(Tn) = 0.25kti

t(Tn) (5.55)

f i
n = fref (5.56)

At conversions higher than xf , the reaction rates become diffusion controlled
and the reaction rates (Equations (5.57)–(5.63)) become dependent upon the free
volume and parameters A∗, B∗, B∗

f and C∗ as described by Equations (5.64)–(5.67)
(Silva et al., 2023).

If xn > xf,n

k2
t (Tn) = kt,ref (Tn)exp

(
−A∗

n

(
1

Vf,n

− 1
Vf,xf,n

))
(5.57)

k2
p(Tn) = kp,ref (Tn)exp

(
−B∗

n

(
1

Vf,n

− 1
Vf,xf,n

))
(5.58)

k2
tm(Tn) = ktm,ref (Tn)exp

(
−B∗

n

(
1

Vf,n

− 1
Vf,xf,n

))
(5.59)

k2
p(Tn)(f 2

n)1/2 =
(
kp,ref (Tn)f 1/2

ref

)
exp

(
−B∗

f,n

(
1

Vf,n

− 1
Vf,xf,n

))
(5.60)

k2
d(Tn) = kt,ref (Tn)exp

(
−C∗

n

(
1

Vf,n

− 1
Vf,xf,n

))
(5.61)
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k2
td(Tn) = 0.75kt,ref (Tn) (5.62)

k2
tc(Tn) = 0.25kt,ref (Tn) (5.63)

A∗
n = 6.64 × 106exp

(−4850
Tn

)
(5.64)

B∗
n = 1.85 × 103exp

(−2450
Tn

)
(5.65)

B∗
f,n = 4.01 × 104exp

(−4081
Tn

)
(5.66)

C∗
n = 477exp

(−2681
Tn

)
(5.67)

5.1.7 Dimensionless Groups

Three dimensionless groups are commonly used to describe the oscillatory
flow in baffled tubes under oscillatory conditions: the net Reynolds number, the
oscillatory Reynolds number and the Strouhal number (Equations (5.68)–(5.70),
respectively) (Avila et al., 2022; Brunold et al., 1989; Howes et al., 1991, Mackley
and Ni, 1991; Ni and Gough, 1997). The net Reynolds number can be understood as
the ratio of inertial forces to viscous forces. In comparison to the conventional net
Reynolds number that accounts for the continuous flow component, the oscillatory
Reynolds number takes into account the frequency and amplitude of oscillation
and describes the intensity of mixing (Avila et al., 2022). The Strouhal number
as defined in Equation (5.70) represents the ratio of tube diameter to oscillation
amplitude (Stonestreet and Van der Veeken, 1999). Ni and Gough (1997) argued
against these groups affirming that none of them includes the baffle orifice diameter
and the baffle spacing, in spite of the importance of these two geometric parameters
for the development of flow patterns. Equation (5.71) represents the net flow velocity
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based on the cross section area of the reactor (Equation (5.72)).

Res,n = ρs,nvs,ndr,int

ηs,n

(5.68)

Reo,n = 2πfoχoρs,ndr,int

ηs,n

(5.69)

St = dr,int

4πχo

(5.70)

vs,n =


Fn−Fb,k+1
Cn

if n < k

Fn

Cn
if n = k

(5.71)

Cn =
πd2

r,int

4 (5.72)

Regarding the continuous flow in circular tubes, three regimes can be usually
identified depending on the value of the net Reynolds number (Green and Perry,
2008). When Re ≤ 2300 the regime is laminar; whereas Re > 10000 characterizes
the fully turbulent region. Additionally, 2300 < Re ≤ 10000 characterizes the
transition regime. On the other hand, as the oscillatory Reynolds number depends
on the oscillation velocity instead of the net velocity of the flow, the thresholds that
characterize the oscillatory flow are different. For instance, Stonestreet and Van der
Veeken (1999) identified that for Reo ≤ 250 the flow is 2D axi-symmetric with low
intensity mixing, whereas Reo > 250 the flow becomes 3D non axi-symmetric and
for Reo ≥ 2000 the flow becomes effectively turbulent.

In addition to the three previously mentioned dimensionless groups, the so
called velocity ratio, Equation (5.73), is employed as a design variable (Stonestreet
and Van der Veeken, 1999; Stonestreet and Harvey, 2002). In practice, it is desirable
to have velocity ratios at least greater than 2 so that the oscillatory flow governs
the mixing regime, guaranteeing that the flow will be fully reversing (Harvey et al.,
2001).
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Ψn = Reo,n

Res,n

(5.73)

5.1.8 Heat Transfer

One of the most remarkable characteristics of the COBR is its higher heat
transfer rates in comparison to other conventional tubular reactors (Mackley et
al., 1990; Mackley and Stonestreet, 1995; Law et al., 2018). In order to represent
the overall heat transfer coefficient in the proposed modeling approach, it becomes
necessary to model the heat transfer coefficient at the tube side, at the jacket side
and to consider the resistance to heat transfer due to the wall. In Chapter 3, a set
of correlations proposed to describe the Nusselt number in the COBR were shown.
The correlation proposed by Law et al. (2018) was selected to represent the Nusselt
number at the tube side (Equations (5.74) and (5.75)) as it is expected to remain
valid over a broad range of fluid properties and operation conditions. In these
correlations, Pr represents the Prandtl number of the suspension (Equation (5.76)).

• 0 ≤ Reo,n ≤ 1300

Nus,n = 0.0022Re0.7
s,nPr0.3

s,nRe0.44
o,n (5.74)

• Reo,n ≥ 1300

Nus,n = 0.52Re0.7
s,nPr0.3

s,n (5.75)

Prs,n =
cps,nηs,n

σs,n

(5.76)

According to Gnielinski (2010), in problems involving the heat transfer in
annular concentric tubes, the following boundary conditions can often be applied:

• Heat transfer from the inner tube, with the outer tube insulated;

• Heat transfer from the outer tube, with the inner tube insulated;

• Heat transfer from both inner and outer tubes with both walls at the same
temperature.
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The Reynolds number in annular regions, Equation (5.77), is slightly differ-
ent from its counterpart defined for circular ducts. The equivalent of the duct
diameter in circular ducts is the hydraulic diameter in annular geometries, which is
the difference between the outer diameter (jacket) and the inner diameter (reactor)
(Equation (5.78)). All the properties regarding the jacket side must be calculated
at the temperature of the jacket.

Rej,n = ρwvj,zdh

ηw,j,n

(5.77)

dh = dj − dr,ext (5.78)

vj,z = mw,jMMw

ρwAj

(5.79)

Aj = π

4
(
d2

j − d2
r,ext

)
(5.80)

Martin (1990) apud Gnielinski (2010) developed the following correlation,
Equation (5.81), for the jacket side Nusselt number (Nuj,n) employing the first
boundary condition and assuming thermally and hydrodynamically developed lam-
inar flow:

• Rej,n ≤ 2300

Nu1 = 3.66 + 1.2
(

dr,ext

dj

)−0.8

(5.81)

Nuj,n = Nu1 (5.82)

In the transition regime, Gnielinski (2010) suggested the following correlations
to calculate the Nusselt number (Equation (5.88)):

• 2300 < Rej,n < 104
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Nu2 = fg
3

√
Rej,nPrj,ndh

ln
(5.83)

Nu3 =
[

2
1 + 22Prj,n

]1/6 (
Rej,nPrj,ndh

ln

)1/2

(5.84)

fg = 1.615
1 + 0.14

(
dr,ext

dj

)−1/2
 (5.85)

Nulam =
(
Nu3

1 + Nu3
2 + Nu3

3

)1/3
(5.86)

Λ = Rej,n − 2300
104 − 2300 (5.87)

Nuj,n = (1 − Λ)Nulam(Rej,n = 2300) + ΛNuturb(Rej,n = 104) (5.88)

When the flow is in the fully turbulent regime, Equations (5.89) and (5.92) can
be used to describe the Nusselt number (Gnielinski, 2009). fNu, Equation (5.90), is
the so called friction factor for turbulent flow in smooth tubes (Gnielinski, 2007).
The ξ factor was estimated by Pethukov and Roizen (1964), as described in Equation
(5.91).

• Rej,n ≥ 104

Nuturb = (fNu/8)Rej,nPrj,n

1 + 12.7
√

fNu/8(Pr
2/3
j,n − 1)

1 +
(

dh

ln

)2/3
 ξ (5.89)

fNu = (1.8 log10 Rej,n − 1.5)−2 (5.90)

ξ = 0.86
(

dr,ext

dj

)−0.16

(5.91)
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Nuj,n = Nuturb (5.92)

By using the definitions of the Nusselt number in the reactor and in the jacket
(Equations (5.93) and (5.94)), the overall heat transfer coefficient between the jacket
and the reactor can be calculated according to Equation (5.95). Additionally, the
suspension properties can be calculated with the equations presented in Tables 5.2
and 5.3.

Nus,n = hs,ndr,int

σs,n

(5.93)

Nuj,n = hj,ndh

σw,j,n

(5.94)

1
Un

= 1
hs,n

+ dr,int

dr,exthj,n

+ dr,int
ln(dr,ext/dr,int)

2kwall

(5.95)

5.1.9 Regulatory Control

Polymerization reactions are prone to instabilities mostly related to thermal,
viscous, hydrodynamic and kinetic effects (Hutchinson and Penlidis, 2007; Leiza and
Pinto, 2007). The safety of operation of unstable processes is guaranteed by regu-
latory control loops. This type of control loop keeps the main process variables at
their setpoints, guaranteeing the safe operation (Skogestad and Postlethwaite, 2005;
Seborg et al., 2010). In order to maintain the reactor at the desired temperature,
nz proportional-integral controllers (z = 1, 2, .., nz) were implemented (Equation
(5.96)), one for each straight section in the heating, reaction and cooling zones as
described in Figure 3.7. The manipulated and controlled variables are the jacket
inlet temperatures (Tj,in,z) and the temperatures at specified positions in each zone
z (Tm,z), respectively. The controllers gains are reported in Table 5.3.
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Tj,in,z = Tj,in,ref + Kc

[
(Tm,z − Tsp,z) + 1

τi

∫ t

0
(Tm,z − Tsp,z) dt

]
(5.96)

By defining Ez (error) as Ez = Tm,z − Tsp,z, Equation (5.96) becomes:

Tj,in,z = Tj,in,ref + Kc

[
Ez + 1

τi

∫ t

0
Ezdt

]
(5.97)

By appending Ez as a state variable in the system of differential-algebraic
equations and providing an initial condition, the value of the integral in Equation
(5.97) is obtained after integration until time t. Consequently, the value of the ma-
nipulated variable can be explicitly calculated. The system of algebraic-differential
equations was implemented and solved in a Fortran environment with the DASSL
solver (Petzold, 1982) with absolute tolerances of 1 × 10−7 for all the variables.

5.2 Results and Discussion

5.2.1 Effect of Backflow and Number of Tanks

In this subsection, a convergence analysis of the model is performed. The main
goal is to investigate the model robustness. Thus, the effects of its two main param-
eters, i.e., the number of tanks (k) and the backflow rate (Fb), on model responses
were investigated. In this set of simulations, the fraction of organics (Φd) in the feed
was 16%, the same value used to perform vinyl acetate polymerizations reported
by Lobry et al. (2015), while the initiator feed composition was equal to 0.0015%
(mol/mol) with respect to the monomer feed. Di(2-ethylhexyl) peroxydicarbonate
(DEHP, kd0 = 1.83 × 1015 s−1, E0 = 122450 J mol−1, Nouryon (2023)) was used
as initiator since it is used to produce PVC commercial grades in industrial plants.
χo and fo were set equal to 30 mm and 1 Hz, respectively. Similarly, the temper-
ature of the feed was equal to 295.15 K to simulate the lower temperatures in the
initial zones of the reactor. Additionally, the set point of the controllers were set to
340.15 K to resemble the operation condition normally used for the production of
an industrial grade resin. The residence time in these simulations was 4 hours.
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For practical purposes, the lower operating temperatures before reaching the
reaction temperature is important to prevent the polymerization reaction before
mixing the initiator homogeneously among the monomer droplets. If the reaction
starts before attaining the homogeneous initiator conditions, the final properties of
the resin can be compromised as the droplets with higher amounts of initiator will
undergo higher rates of polymerization and will become so dense that plasticizer
will not be absorbed in the final processing stages (Dirix et al., 2016). This type of
defect on resin properties can lead to the formation of "fish-eyes" (Eliassaf, 1973).

Initially, to investigate the effect of k on the model responses, simulations were
performed by setting Fb equal to zero. Since the polymerization of vinyl chloride
requires the tight control of the reaction temperature when the reaction rates reach
the peak values at intermediate conversions as a consequence of the diffusional limi-
tations, the reactor was divided into eight zones (nz = 8), i.e., each straight section
in the heating, reaction and cooling zones as shown in Figure 3.7 was represented
as an independent jacketed zone. Moreover, the temperatures at the end of each
zone were selected as controlled variables. Figure 5.1 shows the dynamic conversion
profiles at the outlet of the reactor for simulations performed with different values
of k. As the number of tanks in the simulation increases, the response approaches
the plug flow behavior.

Figure 5.1: Effect of k on dynamic conversion profile at the reactor outlet.
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In the simulation performed with only eight tanks, the model response ap-
proaches a mixed flow behavior. The minimum number of tanks used to perform
the simulations was set to eight in order to represent each zone of the reactor with
at least one tank. As it is assumed that every zone has equal length, simulations
were performed with number of tanks that are multiples of eight in order to describe
each zone with the same number of tanks.

In Figure 5.2, the steady state temperature profiles for simulations performed
with different number of tanks are shown. First of all, it can be seen that the
control objective can be achieved very precisely as the reactor temperature remains
very close to the setpoint. Additionally, since the volume of each tank is the total
volume of the reactor divided by the number of tanks, when the number of tanks
decreases the equivalent volume of each simulated tank increases. The larger the
tank, the higher the amount of heat released by the reaction. This observation
explains the higher temperatures in the first zone of the reactor when the number of
tanks is small. Since in both Figures 5.1 and 5.2 the model responses almost overlap
when k = 70 and k = 80, all forthcoming simulations were performed with a total
of 80 tanks (10 per section).

Figure 5.2: Effect k on the steady state temperature profile.
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In Figure 5.3, the simulations were performed with k = 80 and with varying
values of Fb. Since it was observed in the previous chapter that the backflow causes
interaction between the controlled zones when the controlled variable is the temper-
ature at the end of each zone, in these simulations, the temperatures at the center
of each zone were selected as controlled variables. Figure 5.3 shows that increasing
the Fb values causes the model response to exhibit dispersion, as expected, whereas
at low backflow rates the model approaches the plug flow response. In Figure 5.4,
the steady state temperature profiles were also very close to the setpoint values,
emphasizing once more that the regulatory control loops were efficiently designed.

Figure 5.3: Effect of Fb,n on dynamic conversion profile at the reactor outlet.

In the zoomed detail of Figure 5.4, it is possible to observe that the steady
state temperature profiles obtained with different Fb values are eventually merged
into the same value, which corresponds to the temperature setpoint at the center
of each zone. When the backflow gets higher, the deviation from the setpoint also
increases, as the interaction between the zones becomes stronger. From this point
afterwards, all the simulations will be performed keeping k = 80 and Fb = 0.3Fin as
this combination of parameters gives near plug flow responses, as desired in a real
production environment to keep molar mass and particle size distributions narrower.
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Figure 5.4: Effect of Fb,n on the steady state temperature profile.

5.2.2 Effect of Residence Time

Similarly to the batch time in discontinuous processes, the residence time is
a key productivity performance parameter in continuous processes. It is always
desirable to obtain products with specified properties in the shortest time as a way
of increasing process efficiency and productivity. Therefore, in this section, the
effect of the residence time on model responses is investigated. With the exception
of residence time, the same operation conditions of the previous subsection were
assumed. In Figure 5.5 the dynamic conversion profiles at the reactor outlet are
shown. The final conversions obtained for τRes = 4 h, 3 h, 2 h and 1 h were
equal to 86, 84, 64 and 27%, respectively. The half-life time of the initiator at the
analyzed reaction temperature was equal to 0.67 h. Therefore, when τRes = 4 h and
τRes = 3 h, the residence times were nearly 6 and 4.5 times larger than the half-
life of the initiator, respectively, which are sufficient for the initiator to decompose
almost completely (Figure 5.6) and to initiate polymer chains, explaining the higher
conversions obtained. On the other hand, when the residence time was smaller
than 2 h, remarkable reduction of the final conversion values could be observed, in
comparison to the previous cases, as the time required for initiator decomposition
was shortened.
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Figure 5.5: Effect of residence time on dynamic conversion profile at the reactor
outlet.

Figure 5.6: Effect of residence time on the steady state initiator amount profile.
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Figure 5.7 depicts the steady state conversion profiles along the reactor length.
At the lowest residence time, the curve exhibited an almost linear response along
the reactor length, as the concentration of radicals was low and the reaction was
far from the critical point where the diffusional effects begin. At higher conversions
and residence times, the well-known S-shape form of the conversion curve observed
in poly(vinyl chloride) polymerizations could be obtained, although the horizontal
label represents the reactor length instead of time for a conventional batch reactor
as depicted in Kiparissides et al. (1997) and in Chapter 2 of this Thesis.

Figure 5.7: Effect of residence time on the steady state conversion profile.

Figures 5.8 and 5.9 show the K-Values and the weight average molar masses
of the polymer. As these two variables represent essentially the same property, a
remarkable similarity of the steady state profiles can be noticed. As the molar mass
of poly(vinyl chloride) is mostly influenced by the temperature due to the high rates
of transfer to monomer (Kiparissides et al., 1997; Burgess, 1982), the profiles start to
drop at the entrance of the reactor as the temperature increases. Then, these values
slightly increase as the conversion advances and the availability of living radicals
decreases.
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Figure 5.8: Effect of residence time on the steady state K-Value profile.

Figure 5.9: Effect of residence time on the steady state weight average molar mass
profile.
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The results presented so far indicate that the ratio between the residence time
and the initiator half-life time plays an important role to explain the attained outlet
conversion values. Moreover, by analyzing Figures 5.6 and 5.7 one can conclude that
an attempt to increase productivity (higher conversion and low residence time) by
increasing the amounts of initiator fed to the reactor may result in higher amounts of
initiator in the final product, which can prejudice the final stability of the produced
resins. Kobayashi et al. (1998) and Dirix et al. (2016) showed that the presence of
high amounts of initiator in the final product can be detrimental to the color prop-
erties of the final resin and lead to high rates of polymerization and heat released,
which can cause operational problems. Consequently, one possible solution to this
problem is to use a more active initiator system (initiator with lower half-life time
at the polymerization temperature).

In order to investigate the effect of the residence time on polymerization rate
maintaining a final conversion of 85%, additional simulations were performed. More
specifically, in this new set of simulations, the residence time was kept equal to 1
h, and cumyl peroxyneodecanoate (CPND, kd0 = 3.12 × 1014 s−1, E0 = 114590 J
mol−1, Nouryon (2023)) was used as initiator with inlet molar flow rate 0.045 % of
the monomer molar flow rate. At the reaction temperature CPND has a half-life
time of 0.25 h. Figure 5.10 shows the steady state profiles of polymerization rates
in two simulations: one performed with a residence time of one hour and another
with a residence time of three hours.

According to Figure 5.10, one can say that the peak in polymerization rate in
the simulation performed with residence time of 1 h was three times higher than
the peak observed in the simulation performed with residence time of 3 h. Since the
amount of organic phase was kept constant in the simulations when the residence
time was divided by three the polymerization rate had to be increased by a factor
of approximately three times to attain the same final conversion value presented
in the previous simulation. Moreover, the profile of polymerization rates in the
simulation performed with the shortest residence time was steeper meaning that the
heat generation would be more intense in an intermediate position of the reactor.
Consequently, it is possible to affirm that attempts to decrease the residence time
while maintaining the final conversion fixed, as a way to increase the productivity,
can put more stress on the control system and should be carefully planned to avoid
thermal runaways. Figures 5.11 and 5.12 show the spatial-temporal evolution of the
polymerization rates along the reactor length.
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Figure 5.10: Steady state polymerization rate profile simulated with different resi-
dence times.

Figure 5.11: Spatial-temporal evolution of the polymerization rates in the simulation
performed with residence time of 3 h.
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Figure 5.12: Spatial-temporal evolution of the polymerization rates in the simulation
performed with residence time of 1 h.

Figure 5.13: Steady state volume fractions of the phases that compose the organic
phase.

According to Figures 5.11 and 5.12, the region of the reactor that concentrates
the highest polymerization rates was the same in both simulations, as already shown
in Figure 5.10. However, the magnitudes of the polymerization rates were different,
as illustrated in the colorbars. The highest polymerization rates occurred near the
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point where the monomer-rich phase disappeared. Figure 5.13 above shows the
volume fractions of the phases that compose the organic phase in the simulation
performed with residence time of 1 h. Once again the plot is very similar to the
profiles observed in poly(vinyl chloride) polymerization in a batch reactor (Xie et al.,
1991) with the difference that the horizontal axis represents reactor length rather
than time.

5.2.3 Effect of Initiator Type

In order to investigate the effect of the initiator type on the steady state
conversion profiles and polymer properties, the simulation with residence time of 1
h and reaction temperature of 340.15 K was performed with CPND, DEHP, and
TAPN (tert-amyl peroxyneodecanoate, kd0 = 1.47 × 1014 s−1, E0 = 114380 J mol−1,
Nouryon (2023)). The amounts of initiator fed to the reactor were fixed at 0.045
% with respect to the molar flow rate of monomer. In the simulated conditions,
CPND, TAPN and DEHP have half-life times of 0.25, 0.48 and 0.67 h, respectively.
In Figure 5.14, the steady state conversion, K-Value, initiator and weight averaged
molar mass profiles are shown.

Figure 5.14: Effect of initiator type on the reaction performance. A) conversion, B)
K-Value, C) initiator, and D) weight average molar mass.
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According to Figure 5.14, the initiator with the higher half-life time in the
simulated temperature, i.e., lower decomposition rate constant, provided the lower
final conversion and higher concentrations of initiator in the final resin, as one might
already expect. Negligible effects on the final K-Value and, consequently, weight
average molar mass were observed since these variables are dependent upon the
polymerization temperature and vary little with initiator concentration (Burgess,
1982).

The production of poly(vinyl chloride) of high molar mass requires low poly-
merization temperatures. In practice, this poses a challenge for plant engineers
as low reaction temperature implies low polymerization rate and, consequently, low
productivity since long reaction times are required. In order to circumvent this prob-
lem, initiator systems with high decomposition rate constants (fast initiators) are
usually employed. One example of such initiators is Diisobutyryl peroxide (DIBP,
kd0 = 3.37 × 1014 s−1, E0 = 109060 J mol−1, Nouryon (2023)). In this subsection,
three initiator feed strategies were simulated to produce poly(vinyl chloride) with
weight average molar mass of 87000 g mol−1. The temperature setpoint of the con-
trollers were set to 324.15 K and the inlet temperature of the feed was equal to
295.15 K. Additionally, the volume fraction of organics (Φd) was made equal to 0.4
and the residence time was set to 3 h. In Strategy A, the initiator molar flow rate
was 0.037% molar of the monomer feed flow rate and all the initiator was fed at the
inlet of the reactor. Let IA represent the total amount of initiator fed in strategy A.
In Strategy B, 0.7IA was fed at the inlet and 0.3IA was fed at the entrance of the
fifth zone (z = 5, L = 12.5 m) of the reactor. Finally, in strategy C, 0.7IA was fed
at the inlet and 0.1IA at the entrance of the fifth zone.

In Figure 5.15, the steady state conversion, temperature, initiator and average
molar mass profiles are shown. Regarding Strategy A, since the initiator is fast, the
conversion curve is steeper in comparison to the previous simulations. Moreover,
since the initiator decomposes almost completely in the first half of the reactor and
the conversion reaches 80% at 12 m, the second half of the reactor is characterized
by very small polymerization rates with the conversion varying from 80 to 85%. In
Strategy B, the feed of fresh initiator at the intermediate position of the reactor
results in a temperature hotspot of 2.5 K. This occurs because the termination rate
was impaired but the initiator decomposition and chain propagation were still high
at that point of the reactor which resulted in a peak in polymerization rate as shown
in Figure 5.16. Regarding Strategy C, since the amount of fresh initiator fed was
smaller, the increase in polymerization rate was smaller and the hotspot was not
observed. Besides, the polymer produced in this strategy showed a higher molar
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mass as displayed in Figure 5.15. Additionally, the strategy C made use of 20% less
initiator than strategies A and B. Figure 5.16 shows the polymerization per volume
of the organic phase. The intense peak in polymerization rate in Strategy B results
in the hotspot seen in Figure 5.15.

Figure 5.15: Effect of initiator feed strategy on the reaction performance. A) con-
version, B) reactor temperature, C) initiator, and D) weight average molar mass.

Figure 5.16: Steady state polymerization rates simulated with different initiator feed
strategies.
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5.2.4 Effect of Oscillation Velocity

In Figure 5.17, the spatial temporal profile of the heat transfer coefficients ob-
tained in simulations performed at four distinct oscillatory conditions are depicted.
In these simulations, the net Reynolds number was equal to 100 and the residence
time was equal to 1 h. Moreover, the reaction temperature was made equal to 340.15
K and CPND was used as initiator at molar feed of 0.045% of the monomer molar
flow rate. According to Figure 5.17, the Nusselt number dropped from 23 to about
10 when the oscillation velocity dropped from 0.03 m s−1 (Reo = 2757) to 0.0037
m s−1 (Reo = 344) and the overall heat transfer coefficient (U) dropped from 288
to 168 J s−1 m−2 K−1. When the oscillatory Reynolds number dropped from 2757
to 1378, no significant change of the heat transfer coefficients was observed because
this condition is still above the asymptotic condition of the Nusselt number, i.e.,
Reo > 1300 according to Equation (5.75). In Figure 5.18, the simulations were per-
formed with a lower net Reynolds number (Re = 50). It is possible to note that the
Nusselt number dropped from nearly 14 to 6 when the oscillation velocity falls from
0.03 m s−1 to 0.0037 m s−1. Moreover, the overall heat transfer coefficient drops
from 229 to 122 J s−1 m−2 K−1 at these conditions. These results indicate that at-
tention must be paid when operating the oscillatory baffled reactor at very low net
Reynolds numbers. Even though the effect of oscillation enhances the heat transfer
coefficient, operating the reactor at very low net velocities can exert a negative effect
on the heat transfer performance of the reactor.

5.3 Concluding Remarks

In this chapter, a phenomenological model was developed to represent the
suspension polymerization of vinyl chloride in a continuous oscillatory baffled re-
actor. The intrinsic kinetic features and multiphase behavior of the vinyl chlo-
ride/poly(vinyl chloride) reacting system were considered in the model development
and the kinetic parameters estimated in Chapter 2 were used to perform the simu-
lations. It was concluded that the heat released by the reaction can constitute an
issue of concern when high reactor productivities are sought, although the imple-
mentation of independent proportional-integral temperature controllers for different
reactor zones can be sufficient to assure the proper control of the reaction temper-
ature. Particularly, vinyl chloride polymerization exhibits a heat generation peak
due to its intrinsic kinetic features (such as strong diffusion limitation effects) that
must be carefully considered during the design of larger reactors. Furthermore, it
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was also highlighted that the use of fast initiator systems and multiple initiator
feed points can be advantageous to produce resins with high molar masses at low
polymerization temperatures. Finally, the proposed model indicates that different
PVC grades can be produced at high rates in COBR reactors in continuous mode if
initiator feed policies are developed.

Figure 5.17: Effect of oscillation velocities on the heat transfer coefficients (Re =
100).
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Figure 5.18: Effect of oscillation velocities on the heat transfer coefficients (Re = 50).
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List of Abbreviations

Abbreviation Meaning
COBR Continuous Oscillatory Baffled Reactor
CPND Cumyl peroxyneodecanoate
DEHP Di(2-ethylhexyl) peroxydicarbonate
DIBP Diisobutyryl peroxide
TAPN Tert-amyl peroxyneodecanoate
PVC Poly(vinyl chloride)
PVAC Poly(vinyl acetate)

List of Symbols

Symbol Meaning
A Heat transfer area [m2]
A∗, B∗, B∗

f , C∗ Free volume parameters [-]
cp Heat capacity [kJ kg−1 K−1]
cp Heat capacity [kJ kmol−1 K−1]
C Cross section area of the reactor [m2]
Cpva Concentration of poly(vinyl alcohol) [kg m−3]
do Orifice diameter [m]
dr,ext Reactor external diameter [m]
dr,int Reactor internal diameter [m]
E Error of the controller [K]
fo Frequency of oscillation [s−1]
f Initiator efficiency [-]
F Flow rate [m3 s−1]
h Heat transfer coefficient [J s−1 m−2 K−1]
I Initiator [kmol]
k Total number of tanks [-]
kd Decomposition rate constant [s−1]
kp Propagation rate constant [m3 kmol−1 s−1]
ktm Transfer to monomer rate constant [m3 kmol−1 s−1]
ksol Monomer solubility in water [kg kg−1]
ktp Transfer to polymer rate constant [m3 kmol−1 s−1]
ktd Termination by disproportionation rate constant [m3 kmol−1 s−1]
ktc Termination by combination rate constant [m3 kmol−1 s−1]
kwall Thermal conductivity of the reactor wall [ J s−1 m−1 K−1]
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Kc Proportional gain of the controller [-]
l Equivalent length [m]
L Reactor length [m]
m Molar or mass flow rate [kmol s−1 or kg s−1]
M Monomer [kmol]
MM Molar mass [kg kmol−1]
Mn Number average molar mass [kg kmol−1]
Mw Weight average molar mass [kg kmol−1]
nz Number of zones [-]
Nu Nusselt number [-]
P Polymer [kmol]
Pr Prandtl number [-]
Q̇gen Heat generated by the reaction [J s−1]
Re Reynolds number [-]
Reo Oscillatory Reynolds number [-]
Rpol Polymerization rate [kmol m−3 s−1]
St Strouhal number [-]
T Temperature [K]
U Overall heat transfer coefficient [J s−1 m−2 K−1]
v Velocity [m s−1]
V K K-Value [-]
V Volume [m3]
x Conversion [-]
Y Suspending agent [kg]
W Water [kmol]
Zt/Zsat

m Ratio of operating pressure to monomer saturation pressure [-]
Greek letters
Φ Volume fraction [-]
ϕ Auxiliary function [-]
Ω Auxiliary function [-]
χo Center-to-peak amplitude of oscillation [m]
χF H Flory-Huggins interaction parameter [-]
λ Living polymer moments [kmol]
µ Dead polymer moments [kmol]
η Viscosity [kg m−1 s−1]
[η]pva Intrinsic viscosity of poly(vinyl alcohol) [m3 kg−1]
σ Thermal conductivity [J m−1 s−1 K−1]
ρ Density [kg m−3]
τi Integral time of the controller [s]
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τRes Residence time [h]
∆H Enthalpy of reaction [kJ kmol−1]
Ψ Velocity ratio [-]
Superscripts
1 Phase 1 (Monomer-rich)
2 Phase 2 (Polymer-rich)
3 Phase 3 (Aqueous)
Subscripts
0 Zero order moment
1 First order moment
2 Second order moment
3 Third order moment
b Backflow
c Continuous phase
d Dispersed phase
h Ref. to hydraulic diameter
i Initiator
in Inlet
j Jacket
m Monomer
n Tank number
p Polymer
r Reactor
ref Reference value
s Suspension
sp Setpoint
w Water
y Suspending agent
z Reactor zone
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Chapter 6

Droplet and Particle Size
Distributions in an Oscillatory
Baffled Reactor: Population
Balance Model

In this chapter, the population balance model developed in Chapter 2 is ex-
tended to describe the particle/droplet size distributions in continuous oscillatory
baffled reactors (COBR). More specifically, in addition to representing the mass,
energy, and statistical moment balances in each tank, a discrete representation of
the droplet size distributions is appended to the set of model differential equations
that describes the COBR. In contrast to the population balance model applied to
a batch reactor where the size of the population is solely governed by breakage and
coalescence, in this part of the work, the flow streams leaving and entering the re-
actor also affect the overall balance. It is important to emphasize that the present
model considers all the suspension properties and kinetics presented in the previous
chapter coupled with the distributed population balance model.
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6.1 Model Development

6.1.1 Distributed Population Balance Model

Population balance models have become an attractive tool to describe partic-
ulate systems (Ramkrishna and Singh, 2014). Based on this modeling approach,
it is possible to describe how the properties of a population vary with operational
conditions and time (dynamic models). For instance, this modeling approach can
be applied to crystallization, granulation, aerosol dynamics, and suspension poly-
merizations (Ramkrishna and Singh, 2014; Kiparissides, 2006). Depending on the
systems in consideration and the phenomena taking place among the individuals of
the population, different properties can be chosen as independent variables (Solsvik
et al., 2013). For example, crystal shape and size in crystallization systems (Zhou
et al., 2022; Costa et al., 2007) and droplet or particle sizes in suspension poly-
merizations (Kiparissides, 2006; Machado et al., 2000). A detailed derivation of the
continuous population balance model based on different principles can be found in
Solsvik and Jakobsen (2015).

Based on Figure 6.1, the population balance model to describe the number of
droplets N of mass ϑ at tank n is shown in Equation (6.1). Equation (6.1) is the
population balance model presented by Kumar and Ramkrishna (1996) with addi-
tional contributions due to flow leaving and entering each tank. Differently from
the population balance model described in Chapter 2, Equation (6.1) represents a
distributed population balance since the number of droplets with a specified mass is
a function of time and position along the reactor (represented by the tank number
n). According to this representation, kcn(ζ, ϑ) represents the coalescence rate con-
stant of droplets with masses ζ and ϑ, respectively; kbn(ϑ) represents the breakage
rate constant of droplets of mass ϑ; β(ζ, ϑ) is the daughter droplet distribution,
representing the probability of a droplet of mass ϑ to be obtained from the breakage
of a droplet of mass ζ; γ(ζ) is the number of daughter droplets resulting from the
breakage of a droplet of mass ζ, and Vn is the volume of tank n. Therefore, the first
term on the right-hand side of Equation (6.1) represents the number of droplets of
mass ϑ in the feed. The second term is the number of droplets coming from the
previous tank. The third term represents the droplets that come due to backflow
from the posterior tank. The fourth and fifth terms represent the number of droplets
that leave the tank due to the output flow rate and backflow streams, respectively.
The remaining terms represent the consumption/generation due to breakage and co-
alescence. More specifically, the sixth term on the right-hand side of Equation (6.1)
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represents the appearance of droplets of mass ϑ due to the coalescence of smaller
ones. By analogy, the seventh term represents the disappearance of droplets of mass
ϑ due to coalescence with other droplets. Finally, the eighth term represents the
appearance of droplets of mass ϑ due to the breakage of bigger droplets, and the
last term represents the disappearance due to breakage.

Figure 6.1: Schematic representation of the droplets and particles in the COBR.
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In addition to Equation (6.1), the following restriction (Equation (6.2)) must
be satisfied in order to conserve the mass after breakage:

∫ ζ

0
ϑγ(ζ)β (ζ, ϑ) dϑ = ζ (6.2)
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By discretizing the internal variable mass as ζi = i∆ζ, i = 1, ..., nc with ∆ζ =
ζmax/nc, the following set of differential equations can be obtained (Equations (6.3)
and (6.4)). This discretization approach is based on the mean value theorem (MI
approach) on number frequency (Kumar and Ramkrishna, 1996). Hidy (1965) and
Gelbard and Seinfeld (1979) used similar approaches to solve population balances.
It is worth to mention that in the present model, if ζl +ζi > ζmax then kcn(ζl, ζi) = 0
to avoid forming particles with masses outside of the discretization range. nc = 100
was used to generate the discretization grid.

dNn(ζi)
dt

= Fin
Nin(ϑ)

Vn

ϕ(n) + Fn−1
Nn−1(ϑ)

Vn−1
(1 − ϕ(n))

+ Fb,n+1
Nn+1(ϑ)

Vn+1
(1 − ϕ(k − n + 1)) − Fn

Nn(ϑ)
Vn

− Fb,n
Nn(ϑ)

Vn

(1 − ϕ(n))

+ 1
2

i−1∑
l=1

kcn(ζl, ζi−l)
Nn(ζl)

Vn

Nn(ζi−l)
Vn

Vn −
nc∑

i=1
kcn(ζl, ζi)

Nn(ζl)
Vn

Nn(ζi)
Vn

Vn

+
nc∑

l=i+1
kbn(ζl)β(ζl, ζi)γ(ζl)

Nn(ζl)
Vn

Vn − kbn(ζi)
Nn(ζi)

Vn

Vn (6.3)

i∑
l=1

ζlγ(ζi)β(ζi, ζl) = ζi (6.4)

6.1.2 Breakage and Coalescence Rates

The models of breakage and coalescence proposed by Coulaloglou and Tavlar-
ides (1977) were used to describe the mechanisms occurring at droplet level, Equa-
tions (6.5) and (6.6). For convenience, the equations shown in this part of the work
are parametrized in terms of energy dissipation and the properties of the dispersion
as reported by Alopaeus et al. (1999). In their original work Coulaloglou and Tavlar-
ides investigated liquid-liquid dispersions in agitated vessels, as such, their models
take into account impeller rotation and diameter. However, given the geometry of
the COBR, it becomes favorable to express the breakage and coalescence models as
functions of the energy dissipation.

According to Solsvik et al. (2013) and Azizi and Al Taweel (2011), Coulaloglou
and Tavlarides’ breakage model assumes a locally isotropic turbulent flow field and
that the droplets are in the inertial subrange of turbulence with negligible viscous
effects. Moreover, droplet deformation and breakage are caused by local pressure
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fluctuations. This models is widely utilized to model liquid-liquid dispersions even
though there is criticism regarding model predictions. For instance, Lasheras et al.
(2002) and Tsouris and Tavlarides (1994) criticized the fact that the breakage model
predicts a value of diameter in which the breakage rate is maximized. At diameters
larger than this value, the breakage rate decreases.

kb
′

n(ζ) = c1ζ
−2/9 ϱ1/3

n

1 + Φd,n

exp

−c2
σσ,n(1 + Φd,n)2

ρd,nζ5/9ϱ
2/3
n

 (6.5)

kc
′

n(ζ, ϑ) = c3
(
ζ1/3 + ϑ1/3

)2 (
ζ2/9 + ϑ2/9

)1/2 ϱ1/3
n

1 + Φd,n

×

exp

−c4
ηc,nρc,n

σ2
σ,n

ϱn

(1 + Φd,n)3

(
ζ1/3ϑ1/3

ζ1/3 + ϑ1/3

)4 (6.6)

As the polymerization reaction proceeds, the morphology and properties of
the droplets vary because of the changes in suspension properties. Since the density
of the polymer is higher than the density of the monomer, when the fraction of
polymer increases, the polymerizing droplets shrink. Additionally, the viscosity of
the dispersed phase increases and surface tension increases (Maggioris et al., 2000).
In order to make the proposed modeling approach more realistic, the breakage and
coalescence rate constants of Coulaloglou and Tavlarides were modified to take into
account the effects of the conversion on the breakage and coalescence rates. More
specifically, as proposed by Silva et al. (2023) and shown in Chapter 2, it was
assumed that the breakage and coalescence rates decrease in the range of conver-
sion from zero to 30% and become null thereafter (Equation (6.7) and Equation
(6.8)). This assumption was based on the literature regarding poly(vinyl chloride)
suspension polymerization. For instance, Máriási (1986) and Guo et al. (2017) have
investigated experimentally the evolution of the droplets and particles in PVC poly-
merization and have agreed that after 30% conversion the mean particle diameter
of the suspension remains constant independently of the stirring speed due to the
rigidity of the droplets.

kb(ζ) =


kb

′
n(ζ)

(
1 − xn

0.3

)2
if x ≤ 0.3

0 otherwise
(6.7)
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kcn(ζ, ϑ) =


kc

′
n(ζ, ϑ)

(
1 − xn

0.3

)2
if x ≤ 0.3

0 otherwise
(6.8)

6.1.3 Power Dissipation

According to Avila et al. (2022), the power dissipation is one of the most
important parameters that govern heat transfer, mixing and scale-up. According
to the literature review presented in Chapter 3, many works have attempted to
describe the power dissipation in oscillatory baffled reactors both experimentally
and theoretically (Mackley and Stonestreet, 1995; Jimeno et al., 2018; Avila et
al., 2020; Muñoz-Cámara et al., 2021). In this work, the power dissipation model
derived based on the quasi steady state assumption (Jealous and Johnson, 1955)
and reported by Mackley and Stonestreet (1995) is used, Equation (6.9). Is is
worth mentioning that Equation (6.9) accounts only the power dissipation due to
oscillatory flow neglecting the continuous flow contribution. For practical purposes,
the COBR is expected to operate at low flow rates (long residence times), therefore,
the power dissipation due to the net continuous flow can be neglected. According
to Equation (6.9), the power dissipation varies linearly with the number of baffles
per unit length of the reactor (Nb/L) and depends on the discharge coefficient of
the orifice (Cd, usually assumed equal to 0.7). As the ratio of the orifice diameter to
the tube diameter (restriction ratio αo = d2

o/d2
r,int) decreases, the power dissipation

increases. Moreover, power dissipation increases to the third power with respect to
the oscillation velocity (foχo).

ϱn = 2ρs,nNb (2πfoχo)3

3πC2
dL

(
1
α2

o

− 1
)

(6.9)

6.1.4 Daughter Droplet Distribution

In this work, it was assumed that two unequal droplets are formed, so that
γ(ζ) = 2 (binary breakage). The daughter droplet distribution, Equation (6.10),
was proposed by Mikos et al. (1986). In Equation (6.10), ϑ̄ = ζ

γ(ζ) and σβ = 0.4ϑ̄.
The authors carefully calculated these parameters in order to make sure that the
distribution relies in the range from 0 to ζ guaranteeing that its integral is equal to
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1.

β(ζ, ϑ) = 1
σβ

√
2π

exp

−

(
ϑ − ϑ̄

)2

2σ2
β

 (6.10)

6.1.5 Mean Diameters

Finally, assuming that the particles are of spherical shape, the particle and
droplet diameters can be calculated as Equations (6.11) and (6.12). Equations
(6.13) and (6.14) were proposed by assuming that the PVC particles are spherical
and a bed of these particles has a porosity of 40%. Since at x ≤ xf the droplet has
monomer and polymer, in this range of conversion ϵn = ϵf,n if ϵm,n > ϵf,n, otherwise,
ϵn = ϵm,n. Equation (6.15) represents the Sauter mean diameter (d32,n) which is an
average diameter.

dp,i,n =
[

6xnζi

(1 − ϵn)ρpπ

]1/3

(6.11)

dd,i,n =
(

6ζi

ρd,nπ

)1/3

(6.12)

ϵf,n = 0.4 + 0.6 (1 − φp,n) (6.13)

ϵm,n =
1−xn

ρm

1−xn

ρm
+ xn

ρp

(6.14)

d32,n =
∑nc

i=1 N(ζi)d3
i,n∑nc

i=1 N(ζi)d2
i,n

(6.15)
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6.1.6 Initial Condition

The initial and feed droplet size distributions were assumed to follow a Gaus-
sian distribution (Equation (6.16)). In Equation (6.16), σ2

0 = 5.0 × 10−11 and
ζ̄ = 2.38 × 10−10, in accordance with available literature data. The system of
differential-algebraic equations was solved with the DASSL solver (Petzold, 1982)
in a Fortran environment. Equation (6.16) applies for n = 1, 2, 3, .., k tanks and
i = 1, 2, ..., nc.

Nin = N0,n(ζi) = Ωi√
2πσ2

0

exp

−

(
ζi − ζ̄

)2

2σ2
0

 (6.16)

6.2 Results and Discussion

6.2.1 Breakage and Coalescence Parameters

Before discussing the set of breakage and coalescence parameters used to per-
form the simulations (c1, c2, c3 and c4), it is important to address some of the works
that investigated droplet size distributions (DSD) in oscillatory baffled reactors.
Figure 6.2 shows the predictions of Sauter mean diameter d32 obtained with the
correlations shown in Table 6.1 evaluated in their range of applicability. A detailed
overview of these works including the reactor geometry operation mode and liquid-
liquid system was given in Chapter 3. Even though some of the works present
these correlations in terms of the oscillation conditions, it is more convenient to ex-
press them in terms of the energy dissipation (ϱ) because it makes the comparison
with other systems straightforward. By analysing Figure 6.2, one can conclude that
there is variability in the predictions of the mean droplet diameters depending on
the work. This variability can be attributed to the reactor size, geometry, opera-
tion mode, and the properties of the suspension (viscosity, density, dispersed phase
fraction and surface tension).
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Figure 6.2: Predicted Sauter mean diameter by different correlations.

Table 6.1: Some mean droplet size correlations.
Reference Equation

Ni et al. (1998) d32 = 6.8 × 10−5
(

ϱ
ρ

)−0.4

Nelson et al. (2000) d32 = 12.1 × 10−5
(

ϱ
ρ

)−0.35

Pereira and Ni (2001) d32 = 3.7 × 10−5
(

ϱ
ρ

)−0.3 (ϱ
ρ

)−0.14

net

Lobry et al. (2015) d32 = 5.16 × 10−5
(

ϱ
ρ

)−0.29

Since there is no available droplet size distribution data regarding suspension
polymerization of vinyl chloride in a COBRs in the open literature, a strategy was
developed to, at least, investigate the qualitative behavior of the DSDs and particle
size distributions (PSD) obtained in such devices. For this purpose, the parameters
c1 and c2 of the breakage rate constant (Equation (6.5)) were adjusted to obtain
breakage rate constants of the order of 10−4-10−3 at diameters ranging from 20
to 100 µm as reported by Ni et al. (2002a). More specifically, Ni et al. (2002a)
developed a population balance model and estimated the breakage rate constants to
represent methyl methacrylate/water suspensions studied by Ni et al. (1998) using
an optimization algorithm. Figure 6.3 shows the predictions of Equation (6.5) at
different hold up fractions. In these simulations, c1 and c2 were assumed equal to
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3.32×10−6 and 200.47, respectively. As expected, Equation (6.5) predicts that larger
particles are more prone to breakage than smaller ones.

Ni et al. (2002b) also reported coalescence rate constants of the order of
10−12 − 10−14 for droplets of of size less than 500 µm for a wide range of operation
conditions. Therefore, the parameters c3 and c4 were also adjusted in order to give
coalescence rate constants of this order of magnitude. More specifically, c3 and c4

were assumed equal to 5.27×10−6 and 1.41×107, respectively. Figure 6.4 shown the
coalescence rate constants (Equation (6.6)) calculated with these parameters. It is
important to emphasize, once again, that the proposed approach intends to give an
approximation of what is expected to occur at the droplet level when vinyl chloride
is polymerized in an oscillatory baffled reactor.

Figure 6.3: Breakage rate constant evaluated at different droplet diameters and
dispersed phase fractions.
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Figure 6.4: Coalescence rate constant evaluated at different droplet diameters and
dispersed phase fractions.

6.2.2 Effect of Power Dissipation

Before performing perturbation tests, a simulation was performed to serve as
basis for comparison. Figure 6.5 shows the steady state conversion profile along the
reactor length for the simulation performed using di(2-ethylhexyl) peroxydicarbon-
ate as initiator with a molar flow rate of 0.0065% of the monomer flow rate. In
this simulation, the dispersed phase fraction (Φd, holdup) was 40% and the sus-
pending agent, poly(vinyl alcohol), mass flow rate (ṁy) was 7.2 × 10−7 kg s−1. The
residence time was kept equal to 288 min. Since temperature control aspects have
been thoroughly investigated in the previous chapter, this part of the work assumes
isothermal operation (T = 331.15 K) in order to focus our attention on the phenom-
ena that occur at the droplet and particle level. Additionally, in the last chapter
it was shown that the COBR can achieve nearly isothermal temperature profiles if
the control loops and operation conditions are properly tuned which justifies the
assumption of isothermal operation used in this part of the work. Furthermore, due
to computational limitations, the number of tanks (k) was made equal to 10 and
the backflow rate was considered null (Fb,n = 0) to resemble a plug flow regime.
According to Levenspiel (1998), a model with 10 tanks in series already shows a
certain degree of plug flow behavior.
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Regarding the oscillatory conditions, the reference simulation was performed
with χo = 0.034 m and fo = 1 Hz. Considering the reactor geometry presented in
Chapter 4 and these oscillatory conditions, the power dissipation per volume calcu-
lated using Equation 6.9 is ϱ = 2100 W m−3. Figures 6.6 and 6.7 show the dynamic
evolution of the droplet size distribution at the reactor outlet and the steady state
profile along the reactor length, respectively. The z-axis in these plots represent the
probability density function (PDF), i.e., the derivative of the cumulative distribution
function (CDF).

Figure 6.5: Steady state conversion profile.

Figure 6.6: Dynamic droplet size distribution at the reactor outlet.
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Figure 6.7: Steady state droplet size distribution along the reactor length.

In Figure 6.6, the highest peak at t = 0 corresponds to the initial distribu-
tion. It can be noticed that the breakage is very intense and the average of the
droplet size distribution moves towards smaller particles very fast. Moreover, the
distribution becomes broader, i.e. with larger variance. In Figure 6.7, the steady
state distribution after x = 30% is does not vary along the reactor length. This is
a consequence of the hypothesis assumed during the modeling step that after 30%
conversion the rates of breakage and coalescence become null due to the rigidity of
the polymerizing droplets (Equations (6.7) and (6.8)).

Figure 6.8 depicts a comparison among simulations performed assuming dif-
ferent oscillatory conditions, i.e., energy dissipation. The oscillation condition in
which χo = 0.029 m and fo = 1 Hz corresponds to ϱ = 1300 W m−3, whereas
χo = 0.0385 m and fo = 1 Hz corresponds to ϱ = 3056 W m−3. Parts A and B of
Figure 6.8 show the particle size CDF and PDF at the reactor outlet, respectively.
Additionally, Parts C and D show the Sauter mean diameter of the particles and
droplets, respectively.

According to Part B, it is noticeable that the PDF obtained with ϱ = 1300 W
m−3 is not symmetrical. In other words, the distribution shows a negative skewness.
On the other hand, at ϱ = 2100, the distribution becomes symmetrical around the
mean. Finally, at ϱ = 3056, the distribution exhibits slight positive skewness. These
differences is the shape of the distribution can be attributed to the ratio between
the rates of breakage and coalescence. When ϱ decreases from 2100 to 1300, the
Sauter mean diameter of the droplets and particles (Figure 6.8, C and D), increases
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13.06%. On the other hand, when ϱ increases from 2100 to 3056, the Sauter mean
diameter of the droplets and particles decreases 9.47%.

Figure 6.8: Effect of the power dissipation. A) particle size cumulative distribution
function, B) particle size probability density function, C) steady state Sauter mean
diameter of the particles, and D) steady state Sauter mean diameter of the droplets.

6.2.3 Effect of Dispersed Phase Fraction

The dispersed phase fraction (Φd) is a key variable in suspension polymeriza-
tion processes. First of all, this variable is related to process productivity. In order
to improve process economics it is always desirable to operate the system at high
dispersed phase fractions respecting the constraints imposed by the phenomena that
take place at the droplet level. In order to investigate the effect of the dispersed
phase fraction on the final particle size distributions, simulations were performed
assuming different Φd and keeping the remaining variables constant, i.e., ϱ = 2100
W m−3 in all simulations. More specifically, values of Φd up to 0.4 were investigated.
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Figure 6.9 shows the particle size cumulative distribution function, particle size
probability distribution function and average particle and droplet diameters. As the
dispersed phase fraction decreases from 0.4 to 0.3, the final Sauter mean diameter of
the particles and droplets decreases 7.53%. Additionally, when the dispersed phase
fraction decreases from 0.4 to 0.2, the final Sauter mean diameter of the particles
and droplets decreases 15.91%.

To understand these effects, it is important to look at Equations (6.5) and
(6.6). First of all, in Equation (6.5), Φd appears in the denominator of the term
that multiplies the exponential and in the denominator of the exponential term,
consequently, the effect of increasing Φ is the reduction of the breakage rate. On
the other hand, in Equation (6.6), Φ appears in the denominator both outside and
inside the exponential term. Moreover, the term inside the exponential is raised to
third power causing a net increase in the coalescence rate. Therefore, increasing the
dispersed phase fraction causes a net increase in the average particle and droplet
diameters.

Figure 6.9: Effect of the dispersed phase fraction. A) particle size cumulative distri-
bution function B), particle size probability density function, C) steady state Sauter
mean diameter of the particles, and D) steady state Sauter mean diameter of the
droplets.
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6.2.4 Effect of Suspending Agent Flow Rate

The suspending agent has the task o stabilizing the droplets in the suspension.
In the present model, it was considered that poly(vinyl alcohol) was used as sus-
pending agent. More specifically, the effect of the its concentration on the surface
tension of the droplets was represented as in Chapter 2 (See the last Equation in
Table 5.2) and used by Silva et al. (2023) to represent particle size distributions
in industrial batch reactors. In Figure 6.10, the simulation performed assuming
ϱ = 2100 W m−3 was performed at two different poly(vinyl alcohol) mass flow rates.
It can be noticed that reducing the poly(vinyl alcohol) flow rate by half results in
larger particles. This occurs because smaller poly(vinyl alcohol) concentrations in-
crease the surface tension of the droplets resulting in higher average diameters. In
the simulated conditions, decreasing ṁy from 7.2 × 10−7 to 3.6 × 10−7 results in an
increase of 7.97% of the droplet and particle Sauter mean diameters.

Figure 6.10: Effect of the suspending agent concentration. A) particle size cumu-
lative distribution function B), particle size probability density function, C) steady
state Sauter mean diameter of the particles, and D) steady state Sauter mean di-
ameter of the droplets.

225



6.3 Concluding Remarks

In this chapter, a distributed population balance model was developed and im-
plemented to describe the dynamic and steady state profiles of droplet and particle
size distributions in a COBR. Breakage and coalescence kernels from the literature
were employed to describe the droplet interactions. Moreover, the hypotheses em-
ployed and validated with batch industrial data (Chapter 2) were transported to
the COBR system with the expectation that similar results would be obtained in
the oscillatory baffled reactor. Even though a rigorous parameter estimation proce-
dure was not performed, it is believed that the model predictions can, at least, give
some qualitative insights on the behavior of droplet and particle size distributions
in oscillatory baffled reactors.

List of Abbreviations

Abbreviation Meaning
COBR Continuous Oscillatory Baffled Reactor
CDF Cumulative density function
DSD Droplet size distribution
PDF Probability density function
PSD Particle size distribution
PVC Poly(vinyl chloride)

List of Symbols

Symbol Meaning
Cd Orifice discharge coefficient [-]
dint Reactor internal diameter [m]
dd Droplet diameter [m]
dp Particle diameter [m]
d32 Sauter mean diameter [m]
fo Frequency of oscillation [s−1]
F Flow rate [m3 s−1]
Fb Backflow rate [m3 s−1]
Fin Inlet flow rate [m3 s−1]
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kb Breakage rate constant [s−1]
kc Coalescence rate constant [m3 s−1]
L Reactor length [m]
N(ϑ) Number of droplets with mass ϑ [-]
Nb Number of baffles [-]
V Tank volume [m3]
x Conversion [-]
Subscripts
n Tank number
Greek letters
α Restriction ratio [%]
β(ζ, ϑ) Daughter droplet distribution [-]
χo Center-to-peak amplitude of oscillation [m]
ϵ Porosity [-]
ηc Continuous phase viscosity [kg m−1 s−1]
γ(ζ) Number of droplets per breakage [-]
ϱ Power dissipation [W m−3]
σσ Surface tension [N m−1]
σ2

0 Variance [Kg2]
ρc Continuous phase density [kg m−3]
ρd Dispersed phase density [kg m−3]
ζ, ϑ Droplet masses [kg]
Φd Dispersed phase volume fraction [-]
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Chapter 7

Conclusions

“This above all: to thine one self be true.”

W. Shakespeare, The Tragedy of Hamlet

In this work, several aspects of continuous suspension polymerization in os-
cillatory baffled reactors were investigated. The kinetics, heat transfer, equilibrium
relationships, averages of the molar mass distribution and particle size distributions
were taken into consideration to describe two polymerization systems: poly(vinyl
acetate)/vinyl acetate/water and poly(vinyl chloride)/vinyl chloride/water. The
modeling approach developed was able to describe the literature data regarding the
polymerization of vinyl acetate with fair accuracy. The oscillatory baffled reactor
has improved heat transfer capacity, even at low net Reynolds number, which can be
of paramount importance to control highly exothermic reactions such as polymeriza-
tions. Proper tuning of the operation conditions can lead to isothermal temperature
profiles. Moreover, since the oscillation conditions can be adjusted to keep disper-
sion at a minimum, i.e., low backmixing, the reactor is suitable to obtain products
with very similar properties, i.e., molar mass distribution and particle size distri-
bution. Additionally, the heat transfer can be decoupled from the residence time
which creates a degree of freedom in the operation allowing the proper control of
temperature and product size distributions simultaneously.

Dividing the initiator feed can lead to more uniform heat generation profiles
improving the heat transfer capacity and making the COBR attractive to conduct
reactions governed by strong gel and glass effects. The proposed modeling approach
can be extended to perform design of experiments, parameter estimation and process
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control strategies. However, there is still a long road to reach continuous suspension
polymerization at industrial level.

The main hurdles ahead include the non-newtonian behavior of polymer melts
and the settling of larger polymer particles as the conversion advances and the
droplets become denser. Flow assurance at higher hold up and conversion is a
challenge that can be tackled by investigating different baffle designs and using
multiple pistons to promote the oscillation and to avoid the oscillation dampening.

The process scale-up also constitutes an important area of investigation. It
should be investigated weather increasing reactor diameter and throughput or op-
erating several small diameter reactors in series is more efficient than the current
industrial batch process. To answer this question, the costs of construction and op-
eration must be evaluated. Moreover, experimental and modeling studies should also
be carried out to understand the effects of the operation conditions on the product
final properties and fouling. In this respect, computational fluid dynamic studies
can be a powerful tool to investigate the effects of the operation conditions, baffle
design and reactor geometry on the rates of energy dissipation and shear rates, and
how these variables influence the particle size distributions and particle morphology.
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Appendix A

Demonstration of the Moment
Equations

Here, a demonstration of the moment equations for a free radical polymer-
ization kinetic scheme in a batch system is given. The extension of the moment
equations to continuous systems is straightforward, i.e., it is simply necessary to
add an inlet and an outlet term in the equations. The kinetic schemes studied in
this Thesis are simplified versions of this more general kinetic scheme taken from
Kiparissides et al. (1997) and shown in Table A.1. The interested reader should
consult Mastan and Zhu (2015) for more details about the method of moments.

Table A.1: Free radical polymerization mechanism.

Step Reaction
Initiator decomposition I

kd−→ 2I∗

Chain initiation I∗ + M
ki−→ R1

Propagation Rx + M
kp−→ Rx+1

Transfer to monomer Rx + M
ktm−−→ Px + R1

Transfer to polymer Rx + Py
ktp−→ Px + Ry

Ry + Px
ktp−→ Py + Rx

Termination by disproportionation Rx + Ry
ktd−−→ Px + Py

Termination by combination Rx + Ry
ktc−→ Px+y

Inhibition Rx + Z
kz−→ Px + Z∗

Before performing the radical balances, it is necessary to define the moments
of a polymer molecular mass distribution (MMD). The κth order moment of living
and dead polymer radicals is given by Equations A.1 and A.2, respectively.

233



λκ =
∞∑

x=1
xκRx (A.1)

µκ =
∞∑

y=1
yκPy (A.2)

These definitions allow the representation of the distributions of living and
dead polymer radicals in terms of the statistical moments.

A.1 Living Polymer Balances

For the living polymer radicals it is necessary to perform two balances. One for
the radicals with a single monomer molecule and another for the remaining radicals:

dR1

dt
= 2fkdI − kp

M

V

R1

V
V − kz

Z

V

R1

V
V + ktm

M

V

( ∞∑
i=1

Rx

V
− R1

V

)
V

+ ktp

P1

V

∞∑
y=1

Ry

V
− R1

V

∞∑
y=1

y
Py

V

V

− (ktc + ktd) R1

V

∞∑
y=1

Ry

V
V (A.3)

dRx

dt
= kp

M

V

(
Rx−1

V
− Rx

V

)
V − kz

Z

V

R1

V
V − ktm

M

V

Rx

V
V

+ ktp

x
Px

V

∞∑
y=1

Ry

V
− Rx

V

∞∑
y=1

y
Py

V

V

− (ktc + ktd) Rx

V

∞∑
y=1

Ry

V
V, x > 1 (A.4)

By deriving Equation A.1 with respect to time, we obtain:
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dλκ

dt
= d (∑∞

x=1 xκRx)
dt

=
∞∑

x=1
xκ dRx

dt
= dR1

dt
+

∞∑
x=2

xκ dRx

dt
(A.5)

By substituting Equations A.3 and A.4 in Equation A.5 and grouping the
similar terms one can write:

dλκ

dt
= 2fkdI − kz

Z

V

(
R1

V
+

∞∑
x=2

xκ Rx

V

)
V + kp

M

V

( ∞∑
x=2

xκ Rx−1

V
−

∞∑
x=2

xκ Rx

V
− R1

V

)
V

+ ktm
M

V

( ∞∑
x=1

Rx

V
− R1

V
−

∞∑
x=2

xκ Rx

V

)
V

+ ktp

P1

V

∞∑
y=1

Ry

V
− R1

V

∞∑
y=1

y
Py

V
+

∞∑
x=2

xκ+1 Px

V

∞∑
y=1

Ry

V
−

∞∑
x=2

xκ Rx

V

∞∑
y=1

y
Py

V

V

− (ktc + ktd)
R1

V

∞∑
y=1

Ry

V
+

∞∑
x=2

xκ Rx

V

∞∑
y=1

Ry

V

V (A.6)

Now, it becomes necessary to represent each term in Equation A.6 in terms of
the moments.

Term that multiplies kp

By performing a simple change of variables, summing the negative terms and
applying the binomial theorem it can be easily shown that:

∞∑
x=2

xκ Rx−1

V
−

∞∑
x=2

xκ Rx

V
− R1

V
=

∞∑
x=1

(x + 1)κ Rx

V
−

∞∑
x=1

xκ Rx

V

=
∞∑

x=1

κ∑
r=0

(
κ

r

)
xκ−r Rx

V
−

∞∑
x=1

xκ Rx

V

=
κ∑

r=0

[(
κ

r

)
λκ−r

V

]
− λκ

V
(A.7)

Term that multiplies ktm

∞∑
x=1

Rx

V
− R1

V
−

∞∑
x=2

xκ Rx

V
=

∞∑
x=1

Rx

V
−

∞∑
x=1

xκ Rx

V

= λ0

V
− λκ

V
(A.8)
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Term that multiplies ktp

P1

V

∞∑
y=1

Ry

V
− R1

V

∞∑
y=1

y
Py

V
+

∞∑
x=2

xκ+1 Px

V

∞∑
y=1

Ry

V
−

∞∑
x=2

xκ Rx

V

∞∑
y=1

y
Py

V
=

=
∞∑

y=1

Ry

V

(
P1

V
+

∞∑
x=2

xκ+1 Px

V

)
−

∞∑
y=1

y
Py

V

(
R1

V
+

∞∑
x=2

xκ Rx

V

)

=
∞∑

y=1

Ry

V

∞∑
x=1

xκ+1 Px

V
−

∞∑
y=1

y
Py

V

∞∑
x=1

xκ Rx

V

= λ0

V

µκ+1

V
− µ1

V

λκ

V
(A.9)

Term that multiplies (ktc + ktd)

R1

V

∞∑
y=1

Ry

V
+

∞∑
x=2

xκ Rx

V

∞∑
y=1

Ry

V
=

∞∑
y=1

Ry

V

(
R1

V
+

∞∑
x=2

xκ Rx

V

)

=
∞∑

y=1

Ry

V

∞∑
x=1

xκ Rx

V
= λ0

V

λκ

V
(A.10)

Term that multiplies kz

R1

V
+

∞∑
x=2

xκ Rx

V
=

∞∑
x=1

xκ Rx

V
= λκ

V
(A.11)

By substituting Equations A.7 through A.11 into Equation A.6, we obtain:

dλκ

dt
= 2fkdI + kp

M

V

(
κ∑

r=0

[(
κ

r

)
λκ−r

V

]
− λκ

V

)
V + ktm

M

V

(
λ0

V
− λκ

V

)
V

+ ktp

(
λ0

V

µκ+1

V
− µ1

V

λκ

V

)
V − (ktc + ktd) λ0

V

λκ

V
V − kz

Z

V

λκ

V
V (A.12)

A.2 Dead Polymer Balances

Similarly to the living polymer balances, it is necessary to perform the dead
polymer balance

dPx

dt
= ktm

M

V

Rx

V
V + ktp

Rx

V

∞∑
y=1

y
Py

V
− x

Px

V

∞∑
y=1

Ry

V

V + ktd
Rx

V

∞∑
y=1

Ry

V
V

+ 1
2ktc

∞∑
y=1

Ry

V

Rx−y

V
V (A.13)
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By applying the definition of dead polymer moments:

dµκ

dt
= ktm

M

V

∞∑
x=1

xκ Rx

V
V + ktp

 ∞∑
x=1

xκ Rx

V

∞∑
y=1

y
Py

V
−

∞∑
x=1

xκ+1 Px

V

∞∑
y=1

Ry

V

V

+ ktd
∞∑

x=1
xκ Rx

V

∞∑
y=1

Ry

V
V + 1

2ktc
∞∑

x=2
xκ

∞∑
y=1

Ry

V

Rx−y

V
V (A.14)

In Equation A.14, all the terms except the one that multiplies ktc are explicit
definitions of moments. In order to express the term that multiplies ktc in terms of
moments, it is helpful to use auxiliary tables when κ = 0, 1, 2 to calculate the 0th,
1st and 2nd order moments, respectively. These moments will be enough to represent
the averages of the MMD.

For κ = 0, Tale A.1 will be useful to find a closed form of the double summation
below:

∞∑
x=2

∞∑
x=1

Ry

V

Rx−y

V

Table A.2: Auxiliary table1, κ = 0.

y = 1 y = 2 y = 3 y = 4 y = 5 ... y = n

x = 2 R1R1

x = 3 R1R2 R2R1

x = 4 R1R3 R2R2 R3R1

x = 5 R1R4 R2R3 R3R2 R4R1

x = 6 R1R5 R2R4 R3R3 R4R2 R5R1

... ... ... ... ... ...

x = m R1Rm−1 R2Rm−2 R3Rm−3 R4Rm−4 R5Rm−5 ... RnRm−n

1 The V in the denominator was omitted to for the sake of simplicity.
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By summing the terms in the columns and then adding them up, we get:

∞∑
x=2

∞∑
x=1

Ry

V

Rx−y

V
= R1

V

λ0

V
+ R2

V

λ0

V
+ R3

V

λ0

V

+ R4

V

λ0

V
+ R5

V

λ0

V
+ ... = λ0

V

λ0

V
(A.15)

Substituting this result in Equation A.14 with κ = 0, we obtain:

dµ0

dt
= ktm

M

V

λ0

V
V +

(
ktd + ktc

2

)
λ0

V

λ0

V
V (A.16)

Similarly, for κ = 1, we have:

∞∑
x=2

x
∞∑

x=1

Ry

V

Rx−y

V

Table A.3: Auxiliary table, κ = 1

y = 1 y = 2 y = 3 y = 4 y = 5 ... y = n

x = 2 2R1R1

x = 3 3R1R2 3R2R1

x = 4 4R1R3 4R2R2 4R3R1

x = 5 5R1R4 5R2R3 5R3R2 5R4R1

x = 6 6R1R5 6R2R4 6R3R3 6R4R2 6R5R1
... ... ... ... ... ...

x = m mR1Rm−1 mR2Rm−2 mR3Rm−3 mR4Rm−4 mR5Rm−5 ... mRnRm−n
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∞∑
x=2

x
∞∑

x=1

Ry

V

Rx−y

V
= R1

V

(
2R1

V
+ 3R2

V
+ 4R3

V
+ 5R4

V
+ 6R5

V
+ ...

)
+

R2

V

(
3R1

V
+ 4R2

V
+ 5R3

V
+ 6R4

V
+ ...

)
+

R3

V

(
4R1

V
+ 5R2

V
+ 6R3

V
+ ...

)
+

R4

V

(
5R1

V
+ 6R2

V
+ ...

)
+

R5

V

(
6R1

V
+ ...

)
=

∞∑
y=1

Ry

V

∞∑
x=1

(
x

Rx

V
+ y

Rx

V

)

=
∞∑

y=1

Ry

V

[ ∞∑
x=1

x
Rx

V
+

∞∑
x=1

y
Rx

V

]

=
∞∑

y=1

Ry

V

[
λ1

V
+ y

∞∑
x=1

Rx

V

]

= λ1

V

∞∑
y=1

Ry

V
+

∞∑
y=1

y
Ry

V

∞∑
x=1

Rx

V

= λ1

V

λ0

V
+ λ1

V

λ0

V
= 2λ1

V

λ0

V
(A.17)

By substituting this result in Equation A.14 with κ = 1, we obtain:

dµ1

dt
= ktm

M

V

λ1

V
V + ktp

(
λ1

V

µ1

V
− λ0

V

µ2

V

)
V + (ktc + ktd) λ0

V

λ1

V
(A.18)

Finally, for κ = 2:

∞∑
x=2

x2
∞∑

x=1

Ry

V

Rx−y

V
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Table A.4: Auxiliary table, κ = 2.

y = 1 y = 2 y = 3 y = 4 y = 5 ... y = n

x = 2 22R1R1

x = 3 32R1R2 32R2R1

x = 4 42R1R3 42R2R2 42R3R1

x = 5 52R1R4 52R2R3 52R3R2 52R4R1

x = 6 62R1R5 62R2R4 62R3R3 62R4R2 62R5R1
... ... ... ... ... ...

x = m m2R1Rm−1 m2R2Rm−2 m2R3Rm−3 m2R4Rm−4 m2R5Rm−5 ... m2R6Rm−n

∞∑
x=2

x2
∞∑

x=1

Ry

V

Rx−y

V
= R1

V

(
22 R1

V
+ 32 R2

V
+ 42 R3

V
+ 52 R4

V
+ 62 R5

V
+ ...

)
+

R2

V

(
32 R1

V
+ 42 R2

V
+ 52 R3

V
+ 62 R4

V
+ ...

)
+

R3

V

(
42 R1

V
+ 52 R2

V
+ 62 R3

V
+ ...

)
+

R4

V

(
52 R1

V
+ 62 R2

V
+ ...

)
+

R5

V

(
(62 R1

V
+ ...

)
=

∞∑
y=1

Ry

V

∞∑
x=1

(y + x)2 Rx

V

=
∞∑

y=1

Ry

V

∞∑
x=1

(x2 + 2xy + y2)Rx

V

=
∞∑

y=1

Ry

V

[ ∞∑
x=1

x2 Rx

V
+ y

∞∑
x=1

2x
Rx

V
+ y2

∞∑
x=1

Rx

V

]

=
∞∑

y=1

Ry

V

[
λ2

V
+ 2y

λ1

V
+ y2 λ0

V

]

= λ2

∞∑
y=1

Ry + 2λ1

∞∑
y=1

y
Ry

V
+ λ0

V

∞∑
y=1

y2 Ry

V

= λ2

V

λ0

V
+ 2λ1

V

λ1

V
+ λ0

V

λ2

V
= 2λ0

V

λ2

V
+ 2λ1

V

λ1

V
(A.19)

dµ2

dt
= ktm

M

V

λ2

V
V +ktp

(
λ2

V

µ1

V
− µ3

V

λ0

V

)
+ktc

(
λ0

V

λ2

V
+ λ1

V

λ1

V

)
+ktd

λ0

V

λ2

V
(A.20)
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Appendix B

Output Flow Rate: Vinyl Acetate
Polymerization

The volume change of each tank can be represented as:

dVn

dt
= MMm

ρm

dMn

dt
+ MMm

ρp

dPn

dt
+ MMw

ρw

dWn

dt
(B.1)

By imposing that dVn/dt = 0 and substituting the mass balances, we obtain:

0 =MMm

ρm

(
mmϕ(n) + F 1

n−1
M1

n−1
V 1

n−1
(1 − ϕ(n)) + F 1

b,n+1
M1

n+1
V 1

n+1
(1 − ϕ(k − n + 1))

−F 1
n

M1
n

V 1
n

− F 1
b,n

M1
n

V 1
n

(1 − ϕ(n)) − kp(Tn)M1
n

V 1
n

λ1
0,n

V 1
n

V 1
n

)

+ MMm

ρm

(
F 2

n−1
M2

n−1
V 2

n−1
(1 − ϕ(n)) + F 2

b,n+1
M2

n+1
V 2

n+1
(1 − ϕ(k − n + 1))

−F 2
n

M2
n

V 2
n

− F 2
b,n

M2
n

V 2
n

(1 − ϕ(n))
)

+ MMw

ρw

(
mwϕ(n) + F 2

n−1
W 2

n−1
V 2

n−1
(1 − ϕ(n)) + F 2

b,n+1
W 2

n+1
V 2

n+1
(1 − ϕ(k − n + 1))

−F 2
n

W 2
n

V 2
n

− F 2
b,n

W 2
n

V 2
n

(1 − ϕ(n))
)

+ MMm

ρp

(
mpϕ(n) + F 1

n−1
P 1

n−1
V 1

n−1
(1 − ϕ(n)) + F 1

b,n+1
P 1

n+1
V 1

n+1
(1 − ϕ(k − n + 1))

−F 1
n

P 1
n

V 1
n

− F 1
b,n

P 1
n

V 1
n

(1 − ϕ(n)) + kp(Tn)M1
n

V 1
n

λ1
0,n

V 1
n

V 1
n

)
(B.2)
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0 =
(

mm
MMm

ρm

+ mp
MMm

ρp

+ mw
MMw

ρw

)
ϕ(n)

+ F 1
n−1

(
MMm

ρm

M1
n−1

V 1
n−1

+ MMm

ρp

P 1
n−1

V 1
n−1

)
(1 − ϕ(n))

+ F 1
b,n+1

(
MMm

ρm

M1
n+1

V 1
n+1

+ MMm

ρp

P 1
n+1

V 1
n+1

)
(1 − ϕ(k − n + 1))

− F 1
n

(
MMm

ρm

M1
n

V 1
n

+ MMm

ρp

P 1
n

V 1
n

)

− F 1
b,n

(
MMm

ρm

M1
n

V 1
n

+ MMm

ρp

P 1
n

V 1
n

)
(1 − ϕ(n))

+ F 2
n−1

(
MMm

ρm

M2
n−1

V 2
n−1

+ MMw

ρw

W 2
n−1

V 2
n−1

)
(1 − ϕ(n))

+ F 2
b,n+1

(
MMm

ρm

M2
n+1

V 2
n+1

+ MMw

ρw

W 2
n+1

V 2
n+1

)
(1 − ϕ(k − n + 1))

− F 2
n

(
MMm

ρm

M2
n

V 2
n

+ MMw

ρw

W 2
n

V 2
n

)

− F 2
b,n

(
MMm

ρm

M2
n

V 1
n

+ MMw

ρw

W 2
n

V 2
n

)
(1 − ϕ(n))

− kp(Tn)M1
n

V 1
n

λ1
0,n

V 1
n

V 1
n

(
MMm

ρm

− MMm

ρp

)
(B.3)

By defining:

αn = MMm

ρm

M1
n

V 1
n

+ MMm

ρp

P 1
n

V 1
n

(B.4)

βn = MMm

ρm

M2
n

V 2
n

+ MMm

ρw

W 2
n

V 2
n

(B.5)

γn = kp(Tn)M1
n

V 1
n

λ1
0,n

V 1
n

V 1
n

(
MMm

ρm

− MMm

ρp

)
(B.6)

Φ1
n = V 1

n

Vn

(B.7)

Φ2
n = V 2

n

Vn

(B.8)
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F 1
n = Φ1

nFn (B.9)

F 2
n = Φ2

nFn (B.10)

Substituting into Equation B.3:

0 =
(

mm
MMm

ρm

+ mp
MMm

ρp

+ mw
MMw

ρw

)
ϕ(n)

+ Φ1
n−1F

1
n−1αn−1 (1 − ϕ(n)) + Φ1

n+1F
1
b,n+1αn+1 (1 − ϕ(k − n + 1))

− Φ1
nF 1

nαn − Φ1
nF 1

b,nαn (1 − ϕ(n))
+ Φ2

n−1F
2
n−1βn−1 (1 − ϕ(n)) + Φ2

n+1F
2
b,n+1βn+1 (1 − ϕ(k − n + 1))

− Φ2
nF 2

nβn − Φ2
nF 2

b,nβn (1 − ϕ(n)) − γn (B.11)

Finally, we obtain:

Fn =
(
Φ1

nαn + Φ2
nβn

)−1
[(

mm
MMm

ρm

+ mp
MMm

ρp

+ mw
MMw

ρw

)
+ Fn−1

(
Φ1

n−1αn−1 + Φ2
n−1βn−1

)
(1 − ϕ(n))

+ Fb,n+1
(
Φ1

n+1αn+1 + Φ2
n+1βn+1

)
(1 − ϕ(k − n + 1))

− Fb

(
Φ1

nαn + Φ2
nβn

)
(1 − ϕ(n)) − γn

]
(B.12)

244



Appendix C

Output Flow Rate: Vinyl Chloride
Polymerization

The volume change of each tank can be represented as:

dVn

dt
= MMm

ρm

dMn

dt
+ MMm

ρp

dPn

dt
+ MMw

ρw

dWn

dt
(C.1)

By imposing that dVn/dt = 0 and substituting the mass balances, we obtain:

0 =MMm

ρm

(
mmϕ(n) + F 1

n−1
M1

n−1
V 1

n−1
(1 − ϕ(n)) + F 1

b,n+1
M1

n+1
V 1

n+1
(1 − ϕ(k − n + 1))

−F 1
n

M1
n

V 1
n

− F 1
b,n

M1
n

V 1
n

(1 − ϕ(n)) − k1
p(Tn)M1

n

V 1
n

λ1
0,n

V 1
n

V 1
n

)

+ MMm

ρm

(
F 2

n−1
M2

n−1
V 2

n−1
(1 − ϕ(n)) + F 2

b,n+1
M2

n+1
V 2

n+1
(1 − ϕ(k − n + 1))

−F 2
n

M2
n

V 2
n

− F 2
b,n

M2
n

V 2
n

(1 − ϕ(n)) − k2
p(Tn)M2

n

V 2
n

λ2
0,n

V 2
n

V 2
n

)

+ MMm

ρm

(
F 3

n−1
M3

n−1
V 3

n−1
(1 − ϕ(n)) + F 3

b,n+1
M3

n+1
V 3

n+1
(1 − ϕ(k − n + 1))

−F 3
n

M3
n

V 3
n

− F 3
b,n

M3
n

V 3
n

(1 − ϕ(n))
)

+ MMw

ρw

(
mwϕ(n) + F 2

n−1
W 3

n−1
V 3

n−1
(1 − ϕ(n)) + F 3

b,n+1
W 3

n+1
V 3

n+1
(1 − ϕ(k − n + 1))

−F 3
n

W 3
n

V 3
n

− F 3
b,n

W 3
n

V 3
n

(1 − ϕ(n))
)
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+ MMm

ρp

(
mpϕ(n) + F 2

n−1
P 2

n−1
V 1

n−1
(1 − ϕ(n)) + F 2

b,n+1
P 2

n+1
V 2

n+1
(1 − ϕ(k − n + 1))

−F 2
n

P 2
n

V 2
n

− F 2
b,n

P 2
n

V 2
n

(1 − ϕ(n)) + k2
p(Tn)M2

n

V 2
n

λ2
0,n

V 2
n

V 2
n + +k1

p(Tn)M1
n

V 1
n

λ1
0,n

V 1
n

V 1
n

)
(C.2)

0 =
(

mm
MMm

ρm

+ mp
MMm

ρp

+ mw
MMw

ρw

)
ϕ(n)

+ F 1
n−1

(
MMm

ρm

M1
n−1

V 1
n−1

)
(1 − ϕ(n)) + F 1

b,n+1

(
MMm

ρm

M1
n+1

V 1
n+1

)
(1 − ϕ(k − n + 1))

− F 1
n

(
MMm

ρm

M1
n

V 1
n

)
− F 1

b,n

(
MMm

ρm

M1
n

V 1
n

)
(1 − ϕ(n))

+ F 2
n−1

(
MMm

ρm

M2
n−1

V 2
n−1

+ MMm

ρp

P 2
n−1

V 2
n−1

)
(1 − ϕ(n))

+ F 2
b,n+1

(
MMm

ρm

M2
n+1

V 2
n+1

+ MMm

ρp

P 2
n+1

V 2
n+1

)
(1 − ϕ(k − n + 1))

− F 2
n

(
MMm

ρm

M2
n

V 2
n

+ MMm

ρp

P 2
n

V 2
n

)

− F 2
b,n

(
MMm

ρm

M2
n

V 2
n

+ MMm

ρp

P 2
n

V 2
n

)
(1 − ϕ(n))

+ F 3
n−1

(
MMm

ρm

M3
n−1

V 3
n−1

+ MMw

ρw

W 3
n−1

V 3
n−1

)
(1 − ϕ(n))

+ F 3
b,n+1

(
MMm

ρm

M3
n+1

V 3
n+1

+ MMw

ρw

W 3
n+1

V 3
n+1

)
(1 − ϕ(k − n + 1))

− F 3
n

(
MMm

ρm

M3
n

V 3
n

+ MMw

ρw

W 3
n

V 3
n

)

− F 3
b,n

(
MMm

ρm

M3
n

V 3
n

+ MMw

ρw

W 3
n

V 3
n

)
(1 − ϕ(n))

− k1
p(Tn)M1

n

V 1
n

λ1
0,n

V 1
n

V 1
n

(
MMm

ρm

− MMm

ρp

)

− k2
p(Tn)M2

n

V 2
n

λ2
0,n

V 2
n

V 2
n

(
MMm

ρm

− MMm

ρp

)
(C.3)

By defining:

αn = MMm

ρm

M1
n

V 1
n

(C.4)

βn = MMm

ρm

M2
n

V 2
n

+ MMm

ρp

P 2
n

V 2
n

(C.5)
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γn = MMm

ρm

M3
n

V 3
n

+ MMw

ρw

W 3
n

V 3
n

(C.6)

ξn =
(

MMm

ρm

− MMm

ρp

)(
k1

p(Tn)M1
n

V 1
n

λ1
0,n

V 1
n

V 1
n ) + k2

p(Tn)M2
n

V 2
n

λ2
0,n

V 2
n

V 2
n

)
(C.7)

F 1
n = Φ1

nFn (C.8)

F 2
n = Φ2

nFn (C.9)

F 3
n = Φ3

nFn (C.10)

Φ1
n = V 1

n

Vn

(C.11)

Φ2
n = V 2

n

Vn

(C.12)

Φ3
n = V 3

n

Vn

(C.13)
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Ans substituting into Equation C.3:

0 =
(

mm
MMm

ρm

+ mp
MMm

ρp

+ mw
MMw

ρw

)
ϕ(n)

+ Φ1
n−1F

1
n−1αn−1 (1 − ϕ(n)) + Φ1

n+1F
1
b,n+1αn+1 (1 − ϕ(k − n + 1))

− Φ1
nF 1

nαn − Φ1
nF 1

b,nαn (1 − ϕ(n))
+ Φ2

n−1F
2
n−1βn−1 (1 − ϕ(n)) + Φ2

n+1F
1
b,n+1βn+1 (1 − ϕ(k − n + 1))

− Φ3
nF 3

nγn − Φ3
nF 3

b,nγn (1 − ϕ(n))
+ Φ3

n−1F
3
n−1γn−1 (1 − ϕ(n)) + Φ3

n+1F
3
b,n+1γn+1 (1 − ϕ(k − n + 1))

− Φ3
nF 3

nγn − Φ3
nF 3

b,nγn (1 − ϕ(n)) − ξn (C.14)

Lastly, we obtain:

Fn =
(
Φ1

nαn + Φ2
nβn + Φ3

nγn

)−1
[(

mm
MMm

ρm

+ mp
MMm

ρp

+ mw
MMw

ρw

)
+ Fn−1

(
Φ1

n−1αn−1 + Φ2
n−1βn−1 + Φ3

n−1γn−1
)

(1 − ϕ(n))

+ Fb,n+1
(
Φ1

n+1αn+1 + Φ2
n+1βn+1 + Φ3

n+1γn+1
)

(1 − ϕ(k − n + 1))

− Fb

(
Φ1

nαn + Φ2
nβn + Φ3

nγn

)
(1 − ϕ(n)) − ξn

]
(C.15)
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