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Neste trabalho, a molhabilidade de sistemas trifásicos compostos por quartzo,
decano e soluções de cloreto de sódio foi investigada utilizando goniometria e um
modelo de pressão de disjunção baseado na Equação de Poisson-Boltzmann (PBE).
Os ângulos de contato medidos exibiram uma variação modesta com o aumento da
salinidade, concordando com os cálculos teóricos e valores experimentais reporta-
dos, como esperado para um sistema contendo óleo apolar. É importante ressaltar
que o modelo baseado em PBE capturou consistentemente esse comportamento e
o representou com acurácia, mesmo para a faixa de alta salinidade. Estendendo
este trabalho, cálculos utilizando óleo cru ao invés de decano foram capazes de re-
produzir de forma acurada dados experimentais reportados na literatura para uma
ampla faixa de salinidades. O aumento do pH melhorou a concordância entre os
dados calculados e experimentais nos sistemas altamente concentrados, sugerindo
que informações adicionais sobre o sistema podem ser necessárias para explicar o
comportamento da molhabilidade nessa faixa de concentração. Em resumo, as sim-
ulações revelaram o potencial de se observar as alterações de molhabilidade com
variações na força iônica e no pH, bem como o impacto substancial das forças de
van der Waals e de solvatação dentro do filme.
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This work investigated the wettability of three-phase systems comprising quartz,
decane, and sodium chloride solutions using goniometry and a disjoining pressure
model based on the Poisson-Boltzmann Equation (PBE). The measured contact an-
gles exhibited a modest variation with increasing salinity, in agreement with the
calculations and previously reported experimental values, as expected for a non-
polar oil system. Notably, the PBE-based model consistently captured and accu-
rately represented this behavior, even for the high salinity range. Extending this
work, calculations using crude oil instead of decane could accurately reproduce ex-
perimental data reported in the literature for an extensive range of salinities. The
increase in the pH improved the agreement between calculated and experimental
data in the highly concentrated systems, suggesting that additional information
about the system may be required to explain the wettability behavior within this
concentration range. In summary, calculations revealed the potential for observing
wettability alterations with changes in ionic strength and pH and the substantial
impact of van der Waals and solvation forces within the film.
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Chapter 1

Introduction

Recent global events have sparked a heightened discussion surrounding the en-
ergy transition from fossil fuels to cleaner and renewable energy sources. However,
this transition must confront the Energy Trilemma, encompassing energy security,
energy equity, and sustainable development [1–3]. Energy transition brings about
transformations not only in the actual infrastructure and current technologies but
also in demographic distribution, labor activities, and even social implications such
as cultural aspects, sense of belonging to a place, and identity. The existing dispro-
portionate access to energy and energy decision-making process requires planning
and adequate time to implement just transition programs [4]. The energy transi-
tion will be gradual, and it will not lead to the complete elimination of fossil fuels.
Instead, different types of energy sources are going to coexist simultaneously [1].

Oil remains the primary global energy source, accounting for 31% of the world’s
energy consumption in 2021 [5]. Consequently, developing strategies to ensure sus-
tainable and responsible use of oil plays an important role in dealing with the above
mentioned future challenges.

Enhanced oil recovery (EOR) methods can improve the energy efficiency of
petroleum production. Furthermore, some of these techniques can reduce the CO2

intensity of produced oil under certain conditions [6]. Conventional oil recovery
methods typically extract 25 to 50% of the oil present in the reservoir [7]. Conse-
quently, EOR techniques are being implemented to optimize the utilization of the
existing fields.

Low-salinity waterflooding is a well-known method for improving oil recovery
[8–10]. Various mechanisms have been proposed to explain this process. How-
ever, a comprehensive understanding of the underlying interactions has not yet been
achieved [11, 12].

Electrostatic forces influence fluid-rock interactions in oil reservoirs since water
is also present alongside the rock and oil phases. These interactions affect the rock
wettability, a parameter describing the ability of a fluid to spread on a solid surface
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in the presence of other fluids [13]. The contact angle measurement is a commonly
used technique to determine wettability [14].

There are different techniques that can be employed for measuring the contact
angle [15]. The combinations of experimental and theoretical studies are highly
beneficial in expanding knowledge in this field, especially considering the nanoscale
phenomena involved, where measurements are still difficult to achieve. Such studies
also allow for the evaluation of the consistency of the descriptive models. Modeling
the theoretical contact angle can be approached in different ways. One such method
is the disjoining pressure approach [14, 16, 17]. A challenge associated with this
method lies in properly describing the interactions present in systems containing
charged particles.

Different models, such as the Derjaguin-Landau-Verwey-Overbeek (DLVO) the-
ory, Poisson-Boltzmann Equation, classical Density Functional Theory, and Molec-
ular Dynamics can be used to describe the interactions between bodies, including
those electrically charged [18–21]. Each of these approaches comes with its own ben-
efits and limitations. The choice of which method to use depends on the complexity
of the system being modeled, the specific information being sought, as well as the
computational resources available.

Rock/brine/oil systems are inherently complex due to the significant influence of
surface morphology, pore structure, and phase compositions on wettability. Hence,
the use of simpler systems is favored in order to isolate the specific fluid-fluid or
fluid-solid interactions that are occurring [22, 23]. This strategy can provide insights
into the interactions in rock/brine/oil systems and, subsequently, support the well
exploration planning and the development of various energy optimization strategies.

1.1 Objectives

In this context, the aim of this work is to study the wettability of quartz/oil/brine
model systems employing contact angle measurements and a disjoining pressure
method based on the Poisson-Boltzmann equation. To achieve this goal, the specific
objectives are as follows:

1. Measuring the contact angles of an apolar model oil in contact with a quartz
surface and brine solutions by goniometry;

2. Measuring the interfacial tension between an apolar model oil and brine solu-
tions by tensiometry;

3. Evaluating the effect of ionic strength on the measured three-phase system
contact angle and on the measured oil/brine interfacial tension;
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4. Describing the contact angle between quartz, oil and brine using a disjoining
pressure approach based on the Poisson-Boltzmann Equation and evaluating
its consistency;

5. Extending the model to calculate the contact angle of a system containing a
polar oil phase (a two-charged surfaces system);

6. Evaluating the influence of pH on the contact angle of the system containing
a polar oil phase.
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Chapter 2

Theory

2.1 Enhanced Oil Recovery

A reservoir is a porous formation impregnated with hydrocarbons (oil and/or
gas) and water. It consists of multiple permeable layers bounded by impermeable
rocks and an underlying aquifer. The presence of porosity gives rise to significant
capillary forces within these media [24].

Wettability is a physical property that characterizes the interaction between
a fluid and a surface in the presence of other fluids [13, 25]. In the context of
rock/brine/oil systems, wettability plays a crucial role. It significantly impacts fluid
distribution that can even be manipulated to optimize oil recovery [13, 26].

Anderson [13] classifies the systems into three categories: water-wet, where water
is the main phase in contact with rock; oil-wet, where the rock exhibits a preference
for oil; and neutrally-wet, where no strong preference for oil or water is found. An
oil-wet reservoir is considered to be unfavorable to oil extraction. The contact angle
(CA) is a quantitative measure of the wetting process and is commonly used in oil
recovery studies [10, 13, 25]. However, it is important to recognize that wettability
cannot be fully characterized by the contact angle alone. Surface morphology, pore
structure and phase composition also significantly determine the overall wettability
behavior [13].

Most of the world’s reservoirs are made up of sandstones, which were formed
either from the earth’s surface debris or chemical precipitations in aqueous environ-
ments. These rocks predominantly consist of quartz grains with a smaller proportion
of other components, such as clay minerals and silts [10, 24, 27]. Because of their
large specific surface, clay minerals have a high capacity for ion adsorption. Usually,
they are negatively charged in aqueous media [10]. Most minerals, including quartz
and carbonates, exhibit strong water-wet behavior [13]. Consequently, a thin layer
of water is expected to be present, covering the rock grains and in contact with the
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oil [27]. However, certain minerals still have a greater affinity for the oil phase, such
as graphite, talc, and coal [13].

The adsorption of surface active compounds present in petroleum on the rock
surface can alter the original water wetness of a reservoir. However, due to the wide
variety of these compounds, identifying which specific components are responsible
for the wettability alteration is challenging [13].

Oil recovery can be categorized into three types: primary or natural depletion,
which relies on the reservoir’s energy; secondary, which involves the injection of
water or gas into the well; and tertiary, which employs advanced techniques to
improve oil production [7, 24]. Enhanced oil recovery (EOR) includes secondary
and tertiary oil recovery processes. Conventional oil recovery methods are capable
of recovering 25 to 50% of the oil present in the reservoir [7]. Consequently, there is
a significant demand for new methods and ongoing studies to improve oil recovery
efficiency further.

EOR methods can be classified as [7]:

1. Waterflooding: in which injected water is designed with a specific composition
[9].

2. Thermal flooding: These methods involve the application of heat to decrease
the oil viscosity. Examples include steam injection and in situ combustion
[7, 27].

3. Chemical flooding: These techniques use chemical agents, such as polymers
and surfactants, to reduce interfacial tension or increase the water viscosity.
Chemicals such as polymers and surfactants are commonly used in this ap-
proach [27].

4. Gas injection: This method involves the injection of different gases, such as
carbon dioxide or nitrogen, to enhance the miscibility of hydrocarbon phases
and improve oil recovery efficiency [27].

5. Microbial oil recovery: In this method, microorganisms with good compati-
bility with the oil reservoir are injected, and by their underground activity
(fermentation, production of metabolites, for instance) recovery of crude oil is
enhanced [7].

2.2 Low-salinity waterflooding

Water injection is a common practice to keep well pressure and displace oil or
gas [8, 9, 27]. However, by adjusting the composition and the salinity of the injected
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water, it is possible to improve oil recovery. This engineered fluid can be called low-
salinity or "smart" water [11]. This approach has gained significant attention as a
cost-effective and environmentally friendly enhanced oil recovery method [10, 11, 28].

Different mechanisms have been proposed to explain how smart water influences
EOR. These mechanisms include pH increase, migration of fine particles, ion ex-
change, expansion of the electric double layer, salting in effect, osmotic effect, and
formation of microdispersions [10, 11, 29]. pH and salinity have a significant im-
pact on surface charge and fluid interactions. pH directly influences the ionization
reactions of surface-active compounds in crude oil and surface rock, as well as the
solubility of the rock minerals [13]. Salinity is known to influence the expansion or
contraction of the electrical double layer, which can increase the water film between
rock and oil, a desired effect for improving oil mobility [28]. Additionally, salinity
may promote the adsorption of surfactants onto the rock surface, especially in the
presence of multivalent cations [10, 13]. Microdispersion formation is also considered
a fundamental mechanism that controls the effectiveness of low-salinity waterflooing
by facilitating interfacial interactions between the fluid phases [29]. However, there
still need to be a consensus regarding the dominant mechanism driving the process,
and further research is needed to understand the underlying mechanisms [8, 11].

Various factors that influence enhanced oil recovery through low-salinity water-
flooding have been identified. [9, 11, 13]. Some of them are summarized below:

1. Low-salinity effect can be observed only in oils containing polar compounds
(such as acid or basic organic molecules) [9].

2. The effective salinity range is between 1000 and 5000 ppm. Also, it was
demonstrated that divalent cations such as Ca+2, Mg+2 decreased oil recovery,
while increasing SO2−

4 , K+, and Na+ improved it [8, 9, 11].

3. Rock composition significantly influences oil recovery, particularly because
of the clay content [9]. Besides presenting high ion exchange capacity and
swelling behavior, clay type also determines interaction strength among the
three phases.

4. Existing connate water is also important since it contains multivalent cations,
which are believed to act like bridges between oil and rock clay compounds
[9, 28].

5. Initial oil-wet or neutral wet state is believed to be more favorable to observing
low-salinity effects [13].

6. The pH in the water phase rules surface charges in oil and rock surfaces. At
higher pH, sandstones are generally more hydrophilic, and low-salinity effects
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are not well observed [11].

The impact of temperature and pressure is not extensively explored in the liter-
ature. Some studies have indicated a linear relationship between contact angle and
temperature. On the other hand, the pressure effect is generally considered to be
small or negligible [11, 30–33].

The complex composition of reservoirs presents challenges in formulating low-
salinity water. Computer simulations of wetting phenomena offer a promising ap-
proach to address this complexity. These simulations enable the investigation of the
various system interactions and isolate different effects, providing valuable insights
into the behavior of "smart" water formulations.

2.3 The Contact Angle

The contact angle (CA) arises from intermolecular interactions present in a three-
phase system. When a drop of one fluid is placed on a solid flat surface immersed in
another fluid, a finite angle is formed at the three-phase line, representing the fluid-
fluid interface’s intersection with the solid plane. Figure 2.1 depicts the configuration
of the CA in the context of oil reservoirs [15, 34].

Figure 2.1: Contact Angle in a Three-Phase System: Solid-Brine-Oil.

The contact angle in this system can be described using Young Equation (2.1),
which is valid for homogeneous, smooth, and rigid solid surfaces [15]. For a solid
state, it is a statement of thermodynamic equilibrium [14].

γob cos θ = γrb − γor (2.1)

Being γi,j the interfacial tension between the phases i and j. The subscripts
’o’,’r’, and ’b’ designate the oil, rock, and brine phases, in that order.
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The condition for a finite contact angle is that cos θ <= 1. If θ equals 0, then
the solid becomes completely wetted by the oil phase [34]. In this work, we consider
the follow classification: if the wetting angle is greater than 90◦, the system will be
oil-wet. Otherwise, it is considered water-wet[27].

Contact angle measurements are typically performed using low-cost apparatus,
and are relatively easy to manipulate. Different methods can be employed for contact
angle measurements, including direct and indirect techniques. Direct methods, such
as the sessile drop and captive bubble techniques, involve directly observing the
shape of a liquid droplet or bubble placed on a solid surface. Indirect methods
provide alternative parameters, which are used in contact angle determination. Some
examples are tensiometry and geometric analysis of the meniscus shape [25, 35].

Young’s equation is based on the assumption of a smooth and flat surface. How-
ever, most real surfaces exhibit irregularities and chemical heterogeneity. This can
result in deviations between the experimentally observed CAs and the predicted ones
by Young’s Equation [35]. Two models are commonly used to account for surface
roughness and heterogeneity: the Wenzel and the Cassie-Baxter models [25, 36, 37].
The former considers the roughness factor(r), defined by Equation (2.2), as the ra-
tio between the actual and apparent surface areas. The relationship between the
apparent (θap) and Young’s contact angle (θ) is determined by Equation (2.3).

r =
actual surface area

apparent surface area
(2.2)

cos θap = r cos θ (2.3)

From Equation (2.3), we observe that when the Young angle is less than 90◦, the
apparent angle becomes smaller, while for θ greater than 90◦, θap increases[25].

The Cassie-Baxter model takes into account the chemical heterogeneity of the
surface [15, 34, 38]. For a solid containing two types of regions with contact angles θ1
and θ2, which occupy the fractions f and (1-f ) of the total interface area, Equation
(2.4) describes the correlation between the apparent CA and the two Young’s angles
[38].

cos θap = f cos θ1 + (1− f) cos θ2 (2.4)

This equation is also applied to porous surfaces, where air becomes trapped on
the surface grooves. This surface is considered to be heterogeneous because it is
analogous to a composite made of solid and air phases [39].
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2.4 Interfacial tension

At interfaces, atoms and molecules experience asymmetric forces when compared
to the same species in a bulk solution. This results in a higher free energy and
different properties in the boundary region between phases [25, 40]. The surface
tension, also called interfacial tension (IFT), arises from the non-uniformity of local
properties in the interface. It can be interpreted from different perspectives [25, 41].

From a thermodynamic perspective, interfacial tension represents the surface
density of excess free energy or the work required to form a new unit surface by
"cutting" a bulk phase [41]. Therefore, the higher the IFT, the greater the work to
create a new surface. On the other hand, from the mechanical equilibrium condition
perspective, it is regarded as the excess tangential force per unit of length of the
surface perimeter or as the work required to stretch an existing surface to form a
new unit area at constant volume and height [41, 42]. For liquids in equilibrium,
both definitions lead to the same value [25, 41].

Figure 2.2 shows a curved interface with two curvature radii (R1 and R2), sepa-
rating two bulk phases (α and β). The Young-Laplace Equation (2.5) describes the
relation between the interfacial tension and the change of pressure (Pα-Pβ) across
this surface. It comes from the mechanical definition of IFT [25, 42].

Figure 2.2: Curved interface of curvature radii R1 and R2, separating phases α and
β.

Pα − Pβ = γ

(
1

R1

+
1

R2

)
(2.5)

The greater the physical distinctions between the molecules of each phase, the
greater the IFT [25]. Therefore, this parameter can be related to solubility and the
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affinity between the phases [41].
Different techniques can be used to measure interfacial tension, such as: Pendant

drop, Spinning drop, Wilhelmy plate and Du Noüy Ring [43]. The pendant drop
technique (PD), in particular, has some advantages: it requires an small amount
of sample, has high accuracy, and provides fast analysis [15]. PD is based on the
Young-Laplace formulation for an axisymetric fluid droplet suspended from a needle
(Figure 2.3) [44].

Figure 2.3: Geometric representation of a droplet suspended from a needle. Adapted
from [15, 44].

Equations (2.6) to (2.8) describe the Young-Laplace formulation using cylindrical
coordinates r, z, and the tangent angle ϕ. The fluids inside and outside the drop
have densities ρα and ρβ, respectively [44].

dϕ

ds̃
= 2− Boz̃ − sinϕ (2.6)

dr̃

ds̃
= cosϕ (2.7)

dz̃

ds̃
= sinϕ (2.8)

Being s the arc length measured from the drop apex. The bar above the variables
indicates dimensionless quantities by Ro. Bo denotes the Bond number, as defined
in Equation (2.9) [44].

Bo ≡ ∆ρR2
og

γ
(2.9)
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∆ρ represents the difference between the densities of the two fluids. In practice,
by adjusting the drop image profile and solving the set of differential equations, the
Bond number can be determined. The interfacial tension is then directly obtained
from the Bo [44].

2.5 Modelling interactions in charged systems

In aqueous media, most surfaces become electrically charged due to the high
dielectric constant of water. The charging of surfaces can occur through various
processes: preferential solubilization of surface ions, ionization of surface groups,
substitution of surface ions, ion adsorption, and charging arising from specific crystal
structures [25, 34, 45]. The presence of electrical charge on surfaces holds great
significance as it can influence intermolecular interactions and have implications for
various phenomena, including particle coalescence. For instance, the coalescence
of equal particles can be prevented by manipulating repulsive electrostatic forces
[25, 34].

Surface charges lead to the redistribution of nearby electrolyte ions so that
counterions are attracted towards the surface while coions are repelled. This origi-
nates the so-called electric double layer (EDL): the first layer comprises the surface
charges, and the second consists of nearby ions [19]. Different models have been
proposed to describe the structure of the EDL. In 1879, Helmholtz considered an
arrangement of charges in two parallel planes, similar to a capacitor. Gouy and
Chapman (1910-1917) considered the thermal motion of ions, leading to the for-
mation of a diffuse layer. Later, in 1924, Stern proposed a modification to the
Gouy-Chapman model, taking into account the phenomenon of surface potential
inversion [19, 34, 46].

The linearized Poisson-Boltzmann Equation, combined with the Hamaker model,
forms the basis of the Derjaguin-Landau-Verwey-Overbeek (DLVO) theory, which
has great historical importance, since it was the first model capable of explaining
the stability of colloidal systems [19, 25]. The development of the modified Poisson-
Boltzmann Equation led to significant improvements by incorporating dispersion
interactions with polarizability effects at the same level of non-linearity as the elec-
trostatic contributions [47, 48]. More detailed approaches, such as the classical
density functional theory and molecular dynamics, have also been applied to some
specific systems, where higher concentrations or elevated surface charge densities
lead to deviations [49–52].

Molecular Dynamics is a computational method derived from statistical me-
chanics. It is also referred to as a "computational experiment", which explicitly
describes existing the system species. This path provides more realistic results de-
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spite increasing dramatically the degrees of freedom and, consequently, the required
computational time [21]. Density Functional Theory, originated from statistical me-
chanics, was proposed by Hohenberg and Kohn in 1964. They established that the
many-particle ground state free energy is a unique functional of the ground state
electronic density [53]. Classical Density Functional Theory (cDFT) is an analogous
approach to DFT: the free energy is expressed as a functional of the density of all
species, such as atoms, ions, and molecules [20]. Compared to the above strategies,
cDFT offers a more detailed description of the existing interactions - e.g., Coulombic,
electrostatic correlations, hard-spheres contributions - while a lower computational
cost is generally required compared to molecular dynamics [50].

2.6 Poisson-Boltzmann Equation

In charged systems, neglecting gravitational effects, the total chemical poten-
tial of a component i, µi, is determined by various contributions, including ideal,
electrostatic and non-electrostatic terms (Equation 2.10 ) [21, 48].

µi(r) = µ0
i + kBT ln ρi(r) + zieψ(r) +

∑
j

Eij(r) (2.10)

Where µ0
i , ρi, and zi denotes the reference state chemical potential, the con-

centration and the valence of component i. The term ψ represents the mean field
electrostatic potential as a function of spatial coordinate r. e is the elementary
charge (1.60 × 10−19 C), kB is the Boltzmann constant, and T represents the tem-
perature. Eij encompasses all non-electrostatic potentials that can be accounted for,
such as van der Waals, external field, image, and excluded volume potentials [48].

In the bulk phase, denoted by the superscript ’b’, Equation (2.10) becomes:

µb
i = µ0

i + kBT ln ρbi + zieψ
b +

∑
j

Eb
ij (2.11)

As a condition of chemical equilibrium, chemical potential should be equal for
each component in all phases. Therefore, combining the equations for a bulk phase
and an interfacial region, we obtain the modified Boltzmann distribution of ions
(Equation 2.12):

ρi(r) = ρbi exp

{
−
zie[ψ(r)− ψb] +

∑
j[Eij(r)− Eb

ij]

kBT

}
(2.12)

In the bulk, the electrostatic potential (ψb) and electrical field are taken to be
zero [18].

The Poisson-Boltzmann Equation (PBE) derives from the combination of the
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Boltzmann distribution of ions, which neglects all other non-electrostatic potentials,
with the Poisson equation (Equation 2.13) [19, 45, 54]. In this theory, ions are
treated as point charges without volume, surrounded by a continuous phase of a
dielectric medium [54]. It provides a mathematical correlation between the electro-
static potential and the ion density profile in the system.

ε0∇ · [ε∇ψ(r)] = −
∑
i

zieρi(r) (2.13)

Where ε represents the medium dielectric constant, and ε0 the vacuum permit-
tivity (8.854×10−12 C2N−1m−2) [45].

Equation (2.14) gives PBE in its original formulation [19, 21, 45].

ε0∇ · (ε∇ψ(r) = −e
∑
i

ziρ
b
iexp

[
−eziψ(r)
kBT

]
(2.14)

It is worth mentioning that the PBE can be considered a specific case of the
cDFT when size and electrostatic correlations are disregarded [50].

The linearized version of PBE, as shown by Equation (2.15), is known as the
Debye-Hückel theory (DH). It provides good predictions at low potentials and low
electrolyte concentrations. This formulation has played a significant role in develop-
ing the DLVO theory, the first model capable of qualitatively describing the stability
of colloidal systems. DLVO calculates the total interaction energy between particles
by summing the van der Waals interaction energy with the electrostatic energy term
[19, 25, 45].

∇2ψ(r) = κ2ψ(r) (2.15)

Where κ (Equation 2.16) is the inverse of the Debye length, which is a reference
length of the double electric layer thickness [18, 54].

κ2 =
2e2I

ϵϵ0kBT
(2.16)

Being I the ionic strength of the aqueous medium, calculated by Equation (2.17)
[18].

I =

∑
i ρ

b
iz

2
i

2
(2.17)

For a system containing only one charged flat surface in contact with a salt
aqueous solution, with low surface potential (below 25mM), the following expression
(Equation 2.18) gives the electrostatic potential along the distance z from the surface
[19, 45].
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ψ(z) = ψ0 exp (−κz) (2.18)

Being ψ0 the potential at the z = 0 or at the surface.
Equation 2.19, which is a simplification of the Grahame equation, relates the

surface charge density (Q0) with ψ0 for the same system.

Q0 = ε0εκψ0 (2.19)

When charged particles move within an electrolyte solution, a portion of the
fluid moves together with the particles. The plane that separates the region of the
fluid moving alongside the particle is termed shear plane. The zeta potential (or
electrokinetic potential) corresponds to the electrostatic potential at this shear plane
[19, 25]. The experimental measurements of this potential can be used to estimate
the surface potential [47].

In DLVO theory, even incorporating the polarizability effects from Lifshitz theory
in the Hamaker constant calculation between bodies, inconsistencies still arise ([48]).
The linearization of PBE is a simplification that causes the loss of some information,
applying only to low electrostatic potentials [47, 54]. Consequently, other numerical
methods, such as finite volume, finite differences, and orthogonal collocation, have
been employed to solve PBE accurately [47].

In concentrated systems, where ion sizes and electrostatic correlations between
them are more pronounced, the calculation of thermodynamic properties may need
to be revised [34, 48, 50, 55]. The modified Poisson-Boltzmann equation (mPBE)
is one way to reach this, improving the consistency of the total mean interaction
potential calculation. This happens because the non-electrostatic interactions are
treated with the same level of non-linearity as electrostatic contributions, as shown
in Equation (2.20) [47, 48].

ε0∇ · (ε∇ψ) = −e
∑
i

ziρ
b
iexp

(
−
zieψ +

∑
j Eij

kBT

)
(2.20)

Since mPBE (or PBE) is a second-order non-linear differential equation, its so-
lution requires the specification of two boundary conditions (BC) [45]. There are
three kinds of boundary conditions. For a system constituted by two surfaces in
contact with the electrolyte, the possible BC are [18, 21, 45]:

1. Dirichlet: The mean electrostatic potential is specified at the boundary.

ψ|surface1 = ψ1 (2.21)

ψ|surface1 = ψ2 (2.22)
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Where ψi is the mean electrostatic potential at surface i.

2. Neumann: The derivative of the mean electrostatic potential is specified at
the boundary.

[ε∇ψ]|surface1 · n⃗ = −Q1

ε0
(2.23)

[ε∇ψ]|surface2 · n⃗ = −Q2

ε0
(2.24)

Where Qi is the charge density at surface i, and n⃗ is a unit normal vector to
the surfaces.

3. Robin: It is a linear combination of Dirichlet and Neumann BC. This condition
is often used in systems where pH or other ions close to the surface influence
charge densities. In this case, a charge regulation model is required to solve
PBE.

2.6.1 Charge regulation model

In most surfaces immersed in aqueous media, ionizable surface groups are not
completely dissociated, leading to alterations in charge density and surface potential
[45]. This issue is commonly addressed by a surface complexation model (SCM)
[56–60]. The charge regulation will directly influence the boundary conditions of
Equations (2.23) and (2.24). In this work, we will use the approach of Lima et al.
(2017) and Barbosa (2019) [50, 57]. First, the following reaction (Equation 2.25)
will be considered at the surface:

> SH ⇆ > S− +H+ (2.25)

The symbol > represents the surface, and S is any surface group.
From the chemical equilibrium criteria [61], Keq is defined as:

Keq(T ) =
C∏
i

avii (2.26)

Being C, the total number of components, avii the activity of the component i,
and vi the stoichiometric number in the reaction.

Assuming that the activity coefficient of the species i can be approached by its
local molar density at the surface (ρi|surface), and that the number of surface sites
is equal to their molar surface density (N>SH), the equilibrium constant will be
expressed by Equation (2.27) [50].
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Keq(T ) =
ρS− |surfaceρH+ |surface

N>SH

(2.27)

The maximum surface sites density (Nmax) is defined as:

Nmax = N>SH +NS− (2.28)

The charge density of the surface (Q) may be expressed by the sum of densities
of the charged sites, and their charge number as:

Q = e
∑
i

ziNi (2.29)

The combination of Equations (2.27), (2.28), and (2.28) yields an expression
for the surface charge density (Equation 2.30), which can be used as a boundary
condition. Notably, Q will depend only on the maximum number of surface sites
and the local density profile of H+ at the surface.

Q =
−eKeqNmax

Keq + ρH+ |surface
(2.30)

2.7 Van der Waals interactions

Van der Waals (VDW) forces arise from coordinated interactions of moving elec-
tric charges, currents, and fields, averaged on time [62]. They are responsible for
different phenomena, including phase condensation, adhesion, adsorption, and wet-
ting. These interactions are classified into three types: Keesom, Debye, and London
(or dispersive) forces [45, 62].

At the atomic scale, van der Waals forces are weaker than Coulombic interac-
tions. However, when considering macroscopic bodies, the net interaction energy
becomes proportional to the size, which makes them much stronger [45]. From a
pairwise summation approximation, Hamaker calculated the energy interaction be-
tween spherical particles, introducing a coefficient of interaction, which was further
nominated by the Hamaker constant [62, 63]. This pairwise summation depends on
the geometry of the system. For example, the VDW energy interaction between two
flat surfaces per unit area, Wflat, can be written as:

Wflat = − A

12πl2
(2.31)

Being A the Hamaker constant, and l the separation distance between the sur-
faces.

Two disadvantages of the Hamaker approach are the assumptions of additivity
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and non-retardation of the pair potential. The first limitation can be overcome by
considering the Lifshitz theory, which originates in quantum mechanics. It treats
large bodies as continuous media, ignoring their atomic structure. Incorporating
the Lifshitz theory, the Hamaker constant can be calculated from bulk properties,
such as dielectric constants and refractive indexes. For two bodies one (1) and
two(2), interacting across a third (3) medium, the non-retarded Hamaker constant
(Anon−ret) can be calculated [45]:

Anon−ret ≈
3

4
kT

(
ε1 − ε3
ε1 + ε3

)(
ε2 − ε3
ε2 + ε3

)
+

3h

4π

∫ ∞

ν1

(
ε1(iν)− ε3(iν)

ε1(iν) + ε3(iν)

)(
ε2(iν)− ε3(iν)

ε2(iν) + ε3(iν)

)
dν (2.32)

Where εj are the static dielectric constants of medium j; εj(iν) is the ε at
imaginary frequencies (ν), ν1 = 2πkBT/h, and h is the Planck’s constant.

While the first term in (2.32) represents the Keesom and Debye forces, the second
accounts for the London forces. Considering that the absorption frequencies of all
three media are the same, the expression for the non-retarded Hamaker constant is
[45]:

Anon−ret = Aν=0 + Aν>0 =
3

4
kT

(
ε1 − ε3
ε1 + ε3

)(
ε2 − ε3
ε2 + ε3

)
+

3hνe

8
√
2

(n2
1 − n3

3)(n
2
2 − n3

3)

(n2
1 + n3

3)
−1/2(n2

2 + n3
3)

−1/2[(n2
1 + n3

3)
−1/2(n2

2 + n3
3)

−1/2]
(2.33)

Being ni, the refractive index of medium i, and νe the main electronic absorption
frequency in the UV, assumed as 3× 1015s−1 [45].

Some interesting features of VDW are: 1) the interaction between identical par-
ticles across any medium is always attractive; 2) when the medium is vacuum or air,
there is always and attractive force between any two bodies. The Lifshitz theory is
restricted to systems where the distance between particles is larger than molecular
dimensions, where energy fluctuations become significant [45].

Another effect that should be taken into account is the modification of the
Hamaker constant due to electrolytes in the third medium [45]. The electrostatic
field between surfaces becomes screened due to the polarization of charges, leading
to an exponential decay in the interaction potential with increasing distance. The
screening on the Hamaker constant is particularly pronounced at small separation
distances. Equation (2.34) can be used to compute this alteration [45].

Anon−ret,scr ≈ Anon−ret,v=0e
−κl + Anon−ret,v>0 (2.34)
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Retardation effects come from the finite time required for the propagation of
interactions between particles. An approximate correction (Equation 2.35) can be
applied considering the retardation effects, as developed by Gregory [64].

Aret,v>0 ≈
Anon−ret,v>0

1 + 5.32λ−1
c l

(2.35)

Where λc is a characteristic wavelength, often assumed as 100 nm [64].

2.8 The relationship between disjoining pressure
and contact angle

There are different approaches to model the contact angle, such as the surface
tension component [17, 65], three-dimensional classical density functional theory
[66], and the disjoining pressure method [16, 67, 68]. The latter takes into account
the thin film of salt water that exists between the oil and rock surfaces, which is
illustrated in Figure 2.4.

Figure 2.4: Thin film of brine between rock and oil phases.

In contrast to thick films, where the interlayer behaves as a bulk phase, retaining
bulk properties, thin films exhibit overlapping transition zones of both interfaces
across the film. As a result, the thermodynamic properties in that region become
dependent on the separation distance. Then, a non-uniform density profile of species
is present along the film [67, 69, 70].

This non-homogeneity causes a difference between the film pressure (Pf ) and the
pressure of a bulk phase (Pb) that has been thinned to form the actual film. This
difference is called as the disjoining pressure (Π) [68, 69].
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Π(l) = Pf − Pb (2.36)

Being l, the film thickness.
As the thickness of the film increases, the absolute value of the disjoining pressure

decreases, eventually disappearing in thick films [69]. The disjoining pressure can
be negative or positive. In the case of negative disjoining pressure, it tends to bring
the interfaces closer together; otherwise it tends to separate them [67].

For a flat and thin film of brine (Figure 2.4), the disjoining pressure can also be
written as shown in Equation (2.37) [67, 70]:

Π(l) = −∂(γ
f )

∂l
(2.37)

Being γf the film tension. When the film is thick, the film tension equals the
sum of the interfacial tensions on each side of the film, as shown in Equation (2.38)
[67, 68, 70].

γfl→∞ = γrb + γob (2.38)

Being γij the interfacial tension between phases i and j. The superscript ’f’
designates the film.

However, a thin film differs from a thick one by a term related to the disjoining
pressure, as shown in Equation (2.39) [67, 68, 70].

γf = γrf + γof +Πl (2.39)

Replacing Equation (2.39) in Equation (2.37), and integrating the disjoining
pressure from infinite (i.e., a thick film) to an equilibrium thickness, leq, we find
[68]:

γf = γrb + γob +

∫ ∞

leq

Π(l)dl + (Πl)eq (2.40)

For a hypothetical situation where the film thickness is zero, γf ≈ γor [67]. There-
fore, the corresponding Young’s equation to this system will be Equation (2.41).

γf = γrb − γob cos θ (2.41)

The replacement of Equation (2.41) in Equation (2.40) yields a relationship
between the contact angle and disjoining pressure [68]:

cos θ = −1 +

∫∞
leq

Π(l)dl − (Πl)eq

γob
(2.42)
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The conditions for the integral term in Equation (2.42) can be evaluated as
follows [71]:

1. If
∫∞
leq

Π(l)dl < (Πl)eq, the brine completely wets the solid;

2. If (Πl)eq ≤
∫∞
leq

Π(l)dl ≤ (Πl)eq + γob, the system holds a water-wet regime;

3. If (Πl)eq+γob ≤
∫∞
leq

Π(l)dl ≤ (Πl)eq+2γob, the system holds an oil-wet regime;

4. If
∫∞
leq

Π(l)dl > (Πl)eq + 2γob, the oil completely wets the solid;

The contact angle calculation relies on identifying appropriate terms for the
disjoining pressure. It can be split into three contributions: electrical double layer
(ΠEDL), van der Waals (ΠvdW ), and structural or solvation (Πs) [16, 67, 72].

Π = ΠEDL +ΠvdW +Πs (2.43)

Following the work of Barbosa [50] and Hirasaki [67], Equations (2.44) and (2.45)
can be used to calculate the electrical double layer and van der Waals contributions
to the total disjoining pressure. The first term on the right side of Equation (2.44) is
the electrostatic contribution, whereas the second is an entropic contribution. Since
the disjoining pressure should be independent of the position z along the film, it is
chosen to be at the midplane (z = l/2). The van der Waals contribution is obtained
by taking the derivative with respect to l of the VDW interaction energy between
two flat surfaces (Equation 2.31).

ΠEDL(l) = −1

2
ε0ε

(
dψ

dz

)2

z=l/2

+ kBT
∑
i

[ρi(z = l/2)− ρbi ] (2.44)

Πvdw(l) = −Aν=0 exp(−κl)(2 + κl)

12πl3
− Aν>0(2 + 15.9κl−1

c l)

12πl3(1 + 5.32λ−1
c l)2

(2.45)

The Hamaker constants Aν=0 and Aν>0 can be calculated with Equation (2.33).
Van der Waals and PBE models do not account for the effects of hydrogen

bonding or specific interactions between water and ions, which are referred to the
solvation or structural forces. For films with thicknesses close to the molecular size, a
strong repulsion sets in, and molecules can arrange themselves to achieve an efficient
packing [14]. This effect is found to be significant at separations up to 5nm [73]. The
structural contribution to the disjoining pressure (Πs) is calculated using Equation
(2.46).

Πs(l) = As exp−
l

ls
(2.46)

Being As a model coefficient, assumed as 1.5× 105 bar, and ls the characteristic
decay length, assumed as 0.05nm [67].
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2.9 Comments on recent studies

Studies involving low-salinity waterflooding (LSWF) for enhanced oil recovery
applications began more than 70 years ago [11]. Current research is focused on
understanding the underlying mechanisms, which can be achieved using different
strategies, such as experimental and computational methods [11, 74]. For the for-
mer, the following techniques are commonly employed: contact angle, interfacial
tension, zeta potential, core flooding, imbibition tests, and atomic force microscopy
(AFM) [75–80]. The latter studies uses the well-known DLVO theory, with some
improvements on the surface complexation reactions, Molecular Dynamics (MD),
and quantum density functional theory (qDFT) simulations [12, 60, 79, 81–85]. Few
studies have been reported using the classical density of functional theory (cDFT)
[66, 86].

2.9.1 Low-salinity waterflooding mechanisms

The mechanisms of LSWF are still a subject of debate. Al-Saedi et al. [76] con-
ducted a study to investigate the isolated effect of quartz and quartz with clays in the
presence of low-salinity water on the recovery of sodium acetate using chromatog-
raphy. Their investigation revealed pH alteration, ionic exchange, and a possible
cation bridging effect (for Ca+2). Their findings concluded that pure quartz was
the main component responsible for the observed change in sodium acetate recovery
(chosen to represent a polar oil). They observed some differences such as reduced
permeability and fines migration in columns containing both clay and quartz in
comparison to the pure quartz column. These could influence the observed trend in
sodium acetate recovery.

In contrast, the works of Wei et al. [78], Ivuawuogu et al. [77], and Saeed et
al. [83] showed the opposite. Wei et al. [78], using synthetic clay-sand packs in
water flooding experiments found that LSWF could increase oil recovery only when
clay minerals were present. Ivuawuogu et al. [77] also showed an increase in the oil
recovery in columns containing clays compared to clay-free sand pack columns in
core flooding experiments. Electrostatic effects (changes in zeta potential) and clay
swelling were regarded as the central mechanisms. Saeed et al. [83] also corroborate
these findings. They correlated a maximum energy barrier parameter calculated with
an improved DLVO-based model with literature experimental CAs. They verified
that clays could alter the zeta potential and wettability, depending on their surface
site densities and specific surface areas. Performing a sensitivity analysis, they also
classified the following factors in order of importance for the reservoir wettability:
Ionic strength and brine composition, pH, temperature, sandstone mineralogy, total
acid number, and total base number.
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Not only the salinity but the control of the composition of the injected water
is proven to be essential to oil recovery [11, 74]. The work of Liu et al. [80],
using contact angle measurements, showed that decreasing salinity contributes to
the wettability alteration towards more water spreading on the rock. However, this
effect is minimized in the presence of divalent cations, as they act creating a bridge
between oil and rock surfaces. On the other hand, divalent cations have a positive
impact on permeability, leading to improved oil recovery and suggesting the use of
a mixture of mono and polyvalent ions on low-salinity water.

The study of Hu et al.[79] supports the findings regarding the valence of cations.
Using AFM, the authors demonstrated that the interaction between apolar group
functionalized tips and a quartz glass is very weak compared to the force between
carboxylic and silanol groups. The later force was also stronger when a brine with
polyvalent cations was employed. For an apolar oil, the force between groups var-
ied significantly, with concentration change only for brines containing polyvalent
cations. For the polar tip, increased the interaction for all brines. The computa-
tional description of the system using MD simulations confirmed the experimental
results and allowed the observation of the cation bridging effect between oil and
silica surfaces.

Fluid-fluid interactions and their effects are also a part of the ongoing discussion
on oil recovery due to the various trends of interfacial tension observed between oil
and brine over the years. In some cases, IFTs do not reflect directly the wettability
alteration [22, 87, 88]. Besides, the formation of water microdispersions is not in
complete consensus. While some authors regard this mechanism as decisive for oil
recovery [29, 89], others disagree [22, 90].

In the work of Rostami et al. [22], the salinity effect on the interfacial tension be-
tween crude or synthetic oil phases and diluted seawater was studied experimentally.
In both systems, they observed an initial decrease of IFT with increasing salinity,
followed by an increase with further salt additions. A similar trend for crude oil/sea-
water interfaces was found by Tetteh et al. [89]. Rostami et al. [22] explained that
the first decrease was attributed to the transfer of cations to the oil phase, which
interacts with the polar surface active agents. This interaction results in a reduction
of the Gibbs free energy. The later increase in IFT was regarded as a salting-out
effect, where water molecules cannot "hold" ions and polar organic compounds and
tend to hydrate the incoming ions. Additionally, an interesting observation was the
study of the adsorption of asphaltenes with a micromodel oil/brine interface. As
expected, the brine salinity at which the adsorption was maximal coincided with the
lowest IFT value. However, the measured contact angles between crude oil/brine/-
dolomite decreased with the increase in salinity. Since wettability alteration did not
follow the same trend as IFT, it suggests that interactions between fluids and the
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solid my impact the overall wettability behavior.
In the study of Mokhtari et al. [91], fluid-fluid interactions were evaluated

through core flooding experiments. They used synthetic glass cores, crude oil, and
synthetic brines with compositions mimicking formation and seawater in different
concentrations. The highest and lowest recovery rates corresponded to the lowest
and highest IFTs of brines. Interestingly, due to the dissolution of polar components
into the brine, the pH and IFT of fresh and effluent brines varied significantly in
the lower concentrated brines. Therefore, the fluid-fluid interactions were found to
influence oil recovery greatly.

The effect of salinity in the IFT of the work of Saw and Mandal [88], was similar
to the behavior of the aforementioned studies. However, the wettability alteration
due to salinity was uncorrelated with the IFT changes. It agreed with the zeta
potential measurements, which demonstrated the ion screening effect on the oil/brine
interface and the inversion of the electrostatic potential in carbonate rock/brine
interfaces due to the hydrolysis reactions of carbonate. Therefore, IFT alteration
was not considered the leading mechanism but rather the calcite dissolution and the
adjustment of ion composition.

As seen, several questions regarding the mechanisms of oil recovery by low-
salinity water still need to be addressed. Crude oil and the rock have a complex
composition, leading to significant changes in the system, such as: Phases composi-
tion, pH, interfacial tension, electrical and optical properties. Besides, many other
experimental conditions may influence low-salinity effects. Therefore, the study of
simpler systems is favored to isolate the specific fluid-fluid or fluid-solid interactions
that are occurring [22, 23]. This will serve as a fundamental premise of this work,
which will investigate the effect of salinity on wettability and fluid-fluid interactions.

2.9.2 Proposed model and similar studies

Appropriate phases should be chosen to propose a model system that captures
important features of the reservoirs. Quartz was selected as the solid phase since
it is the major component of sandstones. In order to represent a system containing
only one charged surface, a hydrocarbon is the most suitable choice. Because some
similar studies have utilized n-decane, it was chosen as the oil phase of this work
[12, 17, 23, 32, 84, 87]. As for the brines, monovalent salt solutions of sodium
chloride were selected. A disjoining pressure model based on PBE was selected to
calculate the theoretical equilibrium contact angle [50]. This model is appropriate
for a simple system containing a monovalent salt, and it should be able to describe
it in a suitable way. Below, the results of some relevant studies involving similar
systems are presented. It is important to note that while DLVO and PBE models

23



are often employed in this field, a majority of calculations presented have employed
Molecular Dynamics to observe specific aspects, which can be helpful to evaluate
the results of the proposed model in this work.

Zhao et al.[87] conducted a study using MD simulations to investigate the inter-
face of between n-decane and sodium chloride solutions with concentrations ranging
from 0.0 to 1.0 M. They observed an almost ion-free layer, indicating the low affinity
between the ions and n-decane for all salinity ranges. The calculated IFT exhibited
an initial decrease reached a minimal value at 0.2M and increased until 1.0M. The
interfacial thickness showed an opposite trend. By evaluating the radial distribution
functions of the species, they concluded that the change in adsorption interactions
between water and n-decane were responsible for the observed effect: in 0.2M, they
found the weakest adsorption between water and decane, which indicated that the
interface structure was the loosest at this concentration.

Using MD simulations, Fang et al. [84] demonstrated important features of a
thin sodium chloride brine film between a rigid quartz and a soft decane surface.
For an uncharged quartz surface, they observed little change in the packing of water
molecules and decane surfaces in a film of 2 to 3 water layers. On the other hand,
for a charged quartz surface, they observed significant changes in the density of
ions as the brine film was thinned. By inputting the calculated effective dielectric
constant (smaller than the water bulk ε0), the density profiles obtained with the
PBE model were in better agreement with the MD density profile. Additionally,
they demonstrated that the hydration (or structural) and the double electric layer
contributions to the disjoining pressure are non-additive. This was clarified by the
hydration force changing as the quartz surface becomes electrified.

Using Molecular Dynamics, Tian et al. [12] evaluated the wettability change
with alteration in ionic strength in a system consisting of quartz/decane and de-
canoic acid mixture/brines. They observed three mechanisms: Cation bridging,
EDL repulsion, and hydration repulsion. The two types of cations solutions studied
exhibited different bridging effects between the oil and solid phases. While Ca2+

bridging was electrically neutral, K+ bridging was negatively charged. As a result,
the former tended to be more or less indifferent to changes in ionic strength, while
the latter preferred an intermediate salt concentration. They also concluded that
EDL repulsion and hydration repulsion dominate at low and high salinities, respec-
tively. Therefore, to optimize brine composition, all three mechanisms should be
considered.

The study of Mugele et al. [92] investigated the wettability of a solid/oil/brine
system. The researchers employed pure decane as a model oil and used varying con-
centrations of two types of salt: Sodium and calcium chloride. They also examined
two types of solid surfaces, namely silica and mica samples, with the latter repre-
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senting clays. Their findings indicated that mica has a higher capacity to retain the
oil phase compared to silica. In fact, no measurable contact angles were obtained
when the silica surface was used. Calcium chloride enhanced the affinity with the
oil phase. The measured brine film thicknesses between decane and mica showed a
tendency to increase as the concentration of divalent salt diminished. Interestingly,
even a highly concentrated monovalent cation solution resulted in a significant film
thickness. To evaluate the effect of surface-active components, they added stearic
acid to decane, which increased the spreading of the oil on the mica surface. Fur-
thermore, the researchers derived a model similar to the disjoining pressure method,
using the PBE. They applied the Neumann boundary condition, estimating the
charge densities on mica and oil surfaces from zeta potential measurements. No-
tably, the minimum interaction potential for divalent salts occurred at smaller film
thicknesses, whereas the opposite was observed for monovalent salts, with greater
film thicknesses. The model demonstrated good agreement with the experimental
data, indicating that monovalent cations solutions on both mica and silica surfaces
result in small, negligible contact angles.

Kakati and Sangwai [23] conducted a study to evaluate the wettability of an
oil/brine/quartz system using contact angle measurements. They investigated differ-
ent aspects, among which salinity and composition of brines and different oil phases
(pure alkanes and model oils, representing organic acid and basic compounds). De-
spite lying in a water-wet regime, wettability changes were observed with salinity
alteration, particularly for divalent ions. A minimal wettability was reached at 0.1
M for all types of brines and oil phases. Specifically, for pure decane, CA varied less
than 6 degrees in NaCl brines. The change in CA was attributed to the change in
the liquid-liquid interfacial tensions. In contrast to pure alkanes, model oils allowed
a wettability regime change from a water-wet to an intermediate-wet regime with
varying ionic concentrations. Therefore, the presence of acid and basic components
was an important evidence of the low-salinity waterflooding effects. Another impor-
tant aspect is that the oil containing the amine group showed lesser CA, indicating
a greater affinity of this phase for the solid.

Duffy et al.[32] studied the effect of temperature on the contact angle for a
quartz/water/n-decane surface. They developed a capillary-based high-temperature
apparatus to measure CA. Their findings revealed a linear dependency between
contact angle and temperature. Using Young’s equation, they demonstrated that
interfacial tensions between solid and fluid phases were altered. Since viscous forces
did not impact wetting behavior and the system did not contain electrolytes, the
shift in the wettability was attributed to changes in van der Waals interactions and
possibly polar or acid-base interactions between quartz and water. The researchers
also pointed out that the increasing solubility at higher temperatures also reflects
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changes in the interfacial tension between the solid and fluid phases.
Extending that study, Duffy et al. [17] applied the surface component approach

to model the contact angles. In this method, the interfacial tension between the
phases is calculated as the sum of van der Waals (including the Lifshitz approach)
and acid-base (hydrogen-bonding) contributions. The CA is then computed from the
Young equation. Notably, the model disregards the influence of the electrical double
layer. They fitted literature dielectric data sets to obtain the temperature-dependent
dielectric functions, which were used in the calculation of the Hamaker coefficient.
The model proved to accurately represent the experimental data obtained in their
previous study, and the other literature data for a different system.
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Chapter 3

Materials and Methods

Here, we investigated a model system consisting of three phases: brine, oil, and
rock. A quartz sample was selected as the solid phase to represent a sandstone
reservoir. Brine solutions with varying concentrations of sodium chloride were pre-
pared, and pure n-decane was used as the oil phase. Contact angles were measured
using goniometry and calculated using a disjoining pressure approach based on the
Poisson-Boltzmann equation. In order to demonstrate wettability change in a more
complex system, simulations using crude oil as the oil phase were performed and
compared to experimental literature data.

3.1 Experimental

3.1.1 Solid phase characterization

The quartz sample used in this study was obtained from previous work [93]. The
sample had already been cut and polished using a 1 to 3 µm diamond suspension in
a Struers Tegra polisher [93].

X-ray fluorescence (XRF) and X-ray diffraction (XRD) techniques were employed
to confirm the sample composition. These analyses were conducted at the Labo-
ratory of Hydrogen Technologies (LabTech) at COPPE/UFRJ. The sample was
manually powered and subject to XRF analysis using a Rigaku Primini analyzer
with a LiF crystal at 40kV and 1.25mA. A Rigaku MiniFlex II equipment equipped
with a Cu X-ray tube was employed for the XRD analysis. The operation occurred
at 30kV and 15mA. The diffraction angles were scanned from 5◦ to 90◦, with a step
size of 0.05◦ and a counting time of 1 second. Phase identification was performed
using Profex, an open-source graphical user interface.

Surface morphology analysis was carried out using a ZEISS optical microscope at
the Corrosion Laboratory (LabCorr) of the Metallurgical and Materials Engineering
Program/UFRJ.
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Atomic force microscopy (AFM) was employed to investigate the roughness and
surface topography. This procedure was conducted using NT-MDT equipment at
the Laboratory of Thermoanalysis and Rheology (LABTeR) of the School of Chem-
istry/UFRJ.

3.1.2 Cleaning and System Preparation

Solutions of sodium chloride (Vetec) with concentrations of 0, 2, 20, 200, and
1000 millimoles per liter were prepared using ultrapure water obtained from a Sar-
torius arium®mini equipment. The densities of these brine solutions and a 99%
n-decane from Vetec were measured using an Anton Paar sound velocity and den-
sity meter at a temperature of 25◦C.

Before each contact angle measurement, the quartz sample was subjected to a
cleaning procedure involving sequential washing with pure acetone, ethanol, and
ultrapure water. After that, the sample was stored in the brine solutions for 24
hours (saturation time), to approximate surface thermodynamic equilibrium. The
pH of the brine solutions was measured before and after saturation, to observe any
possible changes. A BEL W3B ph-meter was employed in this measurement.

3.1.3 Goniometry and Tensiometry

Contact angle measurements were conducted in a Dataphysics OCA model 15EC
goniometer, which was coupled to a 7lab thermostatic bath, maintained at a tem-
perature of 25.0 ±0.1◦C. The captive bubble method was employed for these mea-
surements [35]. The experimental setup consisted of a camera, a syringe, and a light
source, as depicted in Figure 3.1. After saturation, a quartz cuvette was filled with
the respective brine solution, and the solid surface was positioned at the top of the
cuvette. Using a Hamilton syringe with a 0.52mm needle, 5 drops of 2 µl each of the
oil phase were carefully deposited on the solid surface. Static contact angles were
then measured by analyzing the projected images until equilibrium was approached.
Each contact angle measurement was performed only after ensuring a minimum of
30 minutes of thermal equilibrium was reached before the placement of the drop.

Using the same equipment, interfacial tensions (IFTs) between brines and n-
decane were measured (Figure 3.2). The Pendant drop bottom-up method, based
on the Young-Laplace formulation (Equations 2.6 to 2.8), was employed for the
IFTs measurements. Before each measurement, a thermal equilibrium of at least 30
minutes was ensured. The earlier measured densities were inputted into the software
for the IFT calculation. 5 drops of 19 µl each of the oil phase were dispensed to
compute the mean value.
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Figure 3.1: Contact Angle Measurement using the captive drop method in a Go-
niometer.

Figure 3.2: Interfacial tension measurement using the Pendant drop bottom-up
method in a Goniometer.

3.2 Calculation

Figures 3.3 and 3.4 illustrate the model systems used in this work. The quartz
and oil are considered flat surfaces, which are separated by a thin film of brine. The
quartz surface undergoes charge regulation due to the dissociation and protonation of
the silanol groups, while the n-decane surface is considered to be neutrally charged.
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Figure 3.3: Scheme of the model system containing two flat surfaces (quartz and
decane), separated by a thin brine film.

The crude oil phase is also described using a charge regulation model due to the
dissociation and protonation of carboxylate and nitrogen base groups at the oil/brine
interface. In the calculations, the ions are considered point charges without any
volume, as assumed by PBE.

The algorithm used here (Figure 3.5) was adapted from the work of Barbosa [50].
It follows some steps, starting with the input of various parameters: temperature
(T ), the dielectric constant of the medium (ε), the bulk concentration of ions (ρbi),
ions valence (zi), capillary pressure (pc), interfacial tension between oil and brine
(γob), an initial guess for the film thickness (l0), the surfaces parameters such as the
density of sites (Nmax), and equilibrium constants (pKeq), as well as the Hamaker
constants (Aν=0 and Aν>0). Then, the density profiles of ions are calculated by
PBE using Robin boundary conditions for the quartz and crude oil surfaces and
a Neumann boundary condition for the n-decane surface (which has a null fixed
charge). PBE is solved using the finite volume method [47, 50].

Once the density profiles are obtained, the electrical double-layer component of
the disjoining pressure is computed directly using Equation (2.44). After computing
the van der Waals and structural components (Equations 2.45 and 2.46), the total
disjoining pressure is compared to the capillary pressure. If Π is smaller than pc, a
decrease in the film thickness is applied until the capillary pressure is overcome. The
equilibrium film thickness (leq) is then interpolated from the last two thicknesses, at
which point the contact angle can be computed using Equation (2.42).
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Figure 3.4: Scheme of the model system containing two flat surfaces (quartz and
crude oil), separated by a thin brine film.

Figure 3.5: Algorithm for computing the contact angle from the disjoining pressure.
Source: Adapted from [50].
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3.2.1 Input parameters

As highlighted by Yates [94], soluble species can have an important effect in
silica systems. pH, in particular, influences the solubility of α quartz, leading to
the formation of different aqueous Si(IV) species, especially in the basic pH range.
However, here the pH variation occurred within a range below 7.1, in which quartz
solubility can be disregarded.

Silica surfaces have two types of hydroxyl groups: isolated and paired hydroxyl
groups, which can interact through hydrogen bonding. Heating silica in a vacuum
may promote a dehydration reaction, leading to the formation of stable siloxane
groups. This may be responsible for some observed low surface densities of hydroxyl
groups [94]. The value of 4.6 sites per nm2, the most reported value by literature
[95–102], will be employed in Equation (2.30).

For the silica surface, different surface reactions can be considered in the sur-
face complexation model, including even cation adsorption/desorption, as in a Stern
electric double-layer model [103–106]. The most probable protonation/deprotona-
tion reaction of the silanol groups is shown in Equation (3.1) [103], which will be
used in this work. Following Hiemstra et al. [103], the value of 7.5 was employed as
the pK.

> SiOH ⇆ > SiO− +H+ K1 (3.1)

The surface charge of the crude oil can be determined by considering the car-
boxylic acids and nitrogen bases groups surface reactions, as shown in Equations 3.2
and 3.3 [28, 107]. Following the work of Brady and Krumhansl [107], the density of
sites for each surface group is assumed to be 1.67µmoles per m2, and the logarithmic
equilibrium constants of 5.0 and 6.0 are used for the carboxylic acids and nitrogen
bases reactions, respectively.

> COOH ⇆ > COO− +H+ K2 (3.2)

> NH+ ⇆ > N +H+ K3 (3.3)

Considering the above-mentioned reactions, the procedure described in section
2.6.1 yields Equations (3.4) and (3.5) for the calculation of quartz and crude oil
charge densities, respectively.

Qquartz =
−eK1NSiOH

K1 + ρH+ |quartz
(3.4)
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Qoil = −e
(

K2NCOOH

K2 + ρH+ |oil
− ρH+NN

K3 + ρH+ |oil

)
(3.5)

Equation (2.33) was used for calculating the Hamaker constants. Table 3.1
presents the refractive indexes and dielectric constants of the three phases employed
in this calculation. Since the screening of electrolytes on the Hamaker constant is
already accounted for Equation (2.34), the dielectric constant of pure water (78.5)
[45] was used in the calculations.

Table 3.1: Optical properties of the three phases of the system.

Parameter Quartz Water N-decane Crude oil
Refractive index (ni) 1.536a 1.333b 1.406c 1.455d

Dielectric constant (εi) 4.29a 78.5b 2.0c 1.925d

a Properties from [108].
b Properties from [45].
c Properties from [17].
d Properties from [109].

The calculated Aν=0 and Aν>0 between quartz and n-decane were 2.630×10−21J
and 3.923×10−21J, respectively. For crude oil, they were calculated as 2.635×10−21J
and 6.493× 10−21J, respectively.

In crude oil simulations, interfacial tensions were interpolated from the experi-
mental data obtained in the work of Nicolini [93]. pH was maintained at 6 to find
the vdW constant that provided the best fit to the experimental data. Once this
constant was determined, the effect of pH alterations was further investigated.

Sadeqi-Moqadam et al. [72] demonstrated that a change in capillary pressure
from 2 to 200kPa did not affect contact angle significantly. Some simulations were
carried out for capillary pressures in the range of 0.06 to 5 bar, resulting in a coef-
ficient of variation of less than 0.06% in the CA. Therefore, following the approach
of Barbosa [50], the value of 0.3 bar was chosen.

Table 3.2 summarizes the input parameters used in the simulations.
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Table 3.2: Summary of the simulation input parameters.

Parameter Quartz/Decane/Brine Quartz/Crude oil/Brine
NSiOH 4.6 sites/nm2 a

NCOOH - 1.0 sites/nm2 b

NN - 1.0 sites/nm2 b

pK1 7.5c

pK2 - 5.0b

pK3 - 6.0b

pH 6.87 6.0
Aν>0 3.923× 10−21Jd 6.493× 10−21Jd

Aν>0 3.923× 10−21Jd 6.493× 10−21Jd

Capillary pressure 0.3 bar
Temperature 275.15 K

a Property from [95].
b Properties from [107].
c Properties from [103].

d Calculated with Equation (2.33).
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Chapter 4

Results and Discussion

4.1 Solid characterization

The analysis of the quartz diffractogram allowed the identification of a single
phase, which was consistent with the quartz pattern of the Profex database (Figure
4.1). The main elements quantified by XRF analysis (Table 4.1) were silicon (Si)
and oxygen (O), corresponding to a composition of 98.11% of SiO2.

Figure 4.1: Diffractogram of the quartz sample.
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Table 4.1: Quartz sample composition determined with XRF analysis.

Element Composition (% m/m)
O 52.9323
Si 45.8605
Al 0.3475
Ca 0.2662
Fe 0.1837
Ag 0.1567
K 0.1151
S 0.1021
Cl 0.0360

Figure 4.2 exhibits a relatively homogeneous and smooth surface, along with
some minor polishing scratches.

Figure 4.2: Optical microscopy images of the quartz sample at 200x (A) and 1012x
(B).

Figures 4.3 and 4.4 show the quartz topography obtained using atomic force
microscopy, confirming the observed previously smoothness. In Table 4.2, the main
surface parameters obtained from this technique are presented.
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Figure 4.3: Quartz 2D surface obtained using atomic force microscopy.

Figure 4.4: Quartz surface topography obtained using atomic force microscopy.
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Table 4.2: Quartz roughness parameters obtained from AFM measurements.

Parameter Value
Arithmetical mean deviation (Ra) 8.277nm
Root-mean-square deviation (Rq) 9.627nm

Maximum height (Rz) 39.646 nm
Projected area 900.240 µm2

Surface area 900.773 µm2

According to Equation(2.2), the calculated roughness factor was 1.001. There-
fore, all these results affirm the applicability of Young’s Equation (Equation 2.1) in
describing the contact angle.

4.2 Fluid-fluid interactions

The variance analysis of the measured interfacial tension values is presented
in Table 4.3, indicating a significant difference in all measured IFT within a 95%
confidence interval. However, from 2 to 200mM, they were found to be equal (Table
4.4). This suggests that the ionic force within this range does not substantially alter
the interfacial tension; in other words, fluid-fluid interactions remain unmodified.

Table 4.3: Analysis of Variance of IFT in brines with concentrations ranging from
0 to 1000mM.

Source of variation SS df MS F P-value
Between groups 99.25 4 24.81 131.99 4.46×10−14

Within groups 3.76 20 0.188
Total 103.01 24

SS=Sum of Squares, df= degrees of freedom, MS= Mean Squares.
F= variation between sample means/ variation within the samples.

P-value= probability of finding the observed results if the mean values were equal.

Table 4.4: Analysis of Variance of IFT in brines with concentrations ranging from
2 to 200mM.

Source of variation SS df MS F P-value
Between groups 0.49 2 0.25 0.80 0.47
Within groups 3.69 12 0.31

Total 4.18 14

Figure 4.5 shows the interfacial tension results obtained at 25 ±0.1◦C for the
n-decane/brine interface, as well as published values for similar systems [110–117].
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For the interface between pure water and decane, our results are similar to the
literature values. The number of studies evaluating the effect of the salinity on the
IFT of decane/brine is very limited, and this effect remains uncertain. Aveyard and
Saleem [117] found the IFT to increase with increasing NaCl concentration, while
Sayed et al. [114] observed a decrease in the IFT for an intermediate concentration.
Using Molecular Dynamics, Zhao et al. [87] observed a minimum IFT at 200mM,
while Jiménez-Ángeles and Firoozabadi [118] showed an increase in the IFT with
the increase in salt concentration. At lower salt concentration, our results agree
with the decrease in the IFT. Therefore, further investigation is suggested to better
understand this effect.

Figure 4.5: Effect of salinity on the interfacial tension between brine and n-decane.
Experimental data from Ref.1 - Jennings and Newman [112], Ref.2 - Velusamy et
al. [113], Ref.3 - Sayed et al. [114], Ref.4 - Adewunmi and Kamal [111], Ref.5 -
Michaels and Hauser [110], Ref.6 - Goebel and Lunkenheimer [115], Ref.7 - Aveyard
and Haydon [116] and Ref.8 - obtained by summing the IFT value from Aveyard
and Haydon [116] with the increments in IFT from Aveyard and Saleem [117].

4.3 Fluid-solid interactions

The pH measurements of the aqueous solutions before and after quartz saturation
did not vary significantly, indicating no detectable bulk effect (Figure 4.6). The final
pH values for brines ranging from 0 to 1000mM varied from 6.54 to 7.14. Therefore,
the average value of 6.87±0.26 was employed in the simulations.
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Figure 4.6: Brines pH variation after 24h of saturation with quartz.

Figure 4.7 exhibits the oil contact angles measured at 25 ±0.1◦C between
decane/quartz/brine, along with previously published values for similar systems
[23, 32, 113]. Despite observing the same wettability regime (water-wet) in all
works, the measured values significantly deviated from those reported in the lit-
erature. Some factors could contribute to these discrepancies, such as impurities,
roughness, and variations in measurement conditions. If impurities were present,
it would be expected to impact the interfacial tensions between brine and oil, re-
sulting in significant deviations from literature values. However, this effect was
not observed. As discussed in Chapter 2, contact angles are influenced by surface
roughness. For CAs greater than 90◦, Equation (2.3) yields larger apparent angles.
Unfortunately, none of the published studies provided information on roughness,
making it challenging to compare the results. Besides, measurements of Duffy et
al. were conducted at higher pressure (69bar), although other studies have shown a
minor influence of pressure on CA in crude oil systems [30, 31, 33]. Lastly, Kakati
and Sangwai [23] employed an oil drop of 50µl, which is significantly larger than
the recommended range for the captive drop method of 1 to 3 µl. This raises the
possibility of gravitational effects that may not be negligible.
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Figure 4.7: Effect of salinity on the contact angle in the system quartz/decane/brine.
Experimental data from: Ref.1 - Velusamy et al. [113], Ref.2 - Kakati and Sangwai
[23], and Ref.3 - Duffy et al. (69 bar) [32].

The results of this study exhibit similarities and differences when compared to
the findings of Mugele et al. [92], who investigated a similar system. The authors
showed that the drops of sodium chloride solutions of various concentrations spread
almost completely on a silica surface immersed in a decane solution, resulting in
contact angles nearly unmeasurable. This indicates that the contact angles measured
from the oil phase were approximately 180 ◦ for the entire range of salinity studied.
While their results agree with the water-wettability preference of a silicate surface,
the discrepancy from this study may be attributed to differences in the silanol surface
site densities of the solid phases, which was an amorphous silicon oxide layer in their
study.

The mean contact angles from 0 to 1000mM presented a significant difference
within a 95% confidence interval, as shown in Table 4.5. No significant difference
was observed in the contact angles of brines ranging from 2 to 200 mM (Table 4.6),
as well as in the CAs at 0 and 1000mM (Table 4.7). Consequently, the CA initially
increases with an increase in salinity but is followed by a subsequent decrease. The
maximum contact angle observed between 0 and 1000 mM suggests the reduction
of affinity of the oil phase with the surface within this specific salinity range. These
results support the utilization of low-salinity waterflooding to enhance oil recov-
ery. The recognized low-salinity range in the literature typically falls between 1000
and 5000ppm [11]. In this study, among the investigated concentrations, 20mM
(approximately 1170 ppm) would fall within this range.
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Table 4.5: Analysis of Variance of CA in brines with concentrations ranging from 0
to 1000mM.

Source of variation SS df MS F P-value
Between groups 80.98 4 20.24 3.69 0.021
Within groups 109.64 20 5.48

Total 190.61 24

Table 4.6: Analysis of Variance of CA in brines with concentrations ranging from 2
to 200mM.

Source of variation SS df MS F P-value
Between groups 5.94 2 2.97 0.46 0.64
Within groups 77.15 12 6.43

Total 83.08 14

Table 4.7: Analysis of Variance of CA in brines with concentrations of 0 and
1000mM.

Source of variation SS df MS F P-value
Between groups 8.93 1 8.93 2.20 0.18
Within groups 32.49 8 4.06

Total 41.42 9

However, despite observing this behavior, the variation in the contact angle
was not expressive. This result aligns with the literature data presented in Figure
4.7. Another aspect that should be discussed is the impact of variation in fluid-
fluid interactions on the CA. In Young’s equation (Equation 2.1), if the interfacial
tensions between the solid phase and fluids were influenced by brine ionic strength,
the quantity γob cos θ would also change accordingly. Yet, according to Tables 4.8
and 4.9, the interactions between the solid and the fluids only exhibited a significant
change in pure water compared to the other solutions. As Lyu et al.[11] highlighted,
the low-salinity effects are not well observed for oils lacking polar compounds, which
is the case of n-decane. Therefore, the influence of brine salinity on quartz wettability
was not very evident for this specific system.
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Table 4.8: Influence of salinity on the fluid-fluid and fluids-solid interactions.

Concentration (mM) θ (◦) γob (mN m−1) γob cos θ

0 140.0 ± 2.4 52.8 ± 0.1 -35.6 ± 1.3
2 141.7 ± 2.6 49.8 ± 0.5 -39.4 ± 1.4
20 143.2 ± 3.2 49.9 ± 0.5 -39.9 ± 1.6
200 142.1 ± 1.7 50.2 ± 0.7 -39.3 ± 0.9
1000 138.1 ± 1.5 46.5 ± 0.1 -39.2 ± 0.9

Table 4.9: Analysis of Variance of γob cos θ in brines with concentration ranging from
0 to 1000mM.

Source of variation SS df MS F P-value
Between groups 62.1 4 15.5 9.9 0.0001
Within groups 31.2 20 1.6

Total 93.3 24

4.4 Calculations of Quartz/Brine/Decane Sys-
tems

Figure 4.8 shows the simulated charge densities of the quartz surface for various
brine solutions as a function of the film thickness (L). As explained previously, the
two smallest film thickness correspond to the values used to calculate the equilibrium
equilibrium. Notably, the equilibrium thicknesses for brines of 2 and 20 mM were
significantly larger compared to the others. As expected, quartz kept a negative
surface charge when in contact with all brines. Moreover, the absolute charge density
increased with higher salinity. As Equation (2.30) indicates, the absolute charge
density is inversely proportional to the concentration of H+ ions near the quartz
surface. Therefore, the calculated charge density precisely represents the decreasing
profile of the concentration of these ions at the solid surface as the salinity increases
(see Figure 4.9). Although somewhat counterintuitive, this result is attributed to
the entropic effect between the cations. In these films, if the salt concentration
increases, a "competition" between H+ and Na+ ions to screen the electrostatic
potential occurs. As a consequence, it leads to the deprotonation of the quartz
surface.
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Figure 4.8: Quartz surface charge density simulated for different film thicknesses
(L) and different electrolyte concentrations in the quartz/brine/decane system.

Figure 4.9: Concentration of cations H+ on the quartz surface for different film
thicknesses (L) and different electrolyte concentrations in the quartz/brine/decane
system.

Furthermore, it is observed that below a certain film thickness, the absolute sur-
face charge density decreases with decreasing film thickness. This occurs because
there is an increase in the concentration of H+ ions in the film, leading to a more
protonated quartz surface. As the film thickness increases, the concentration of H+

gradually decreases until reaching a fixed concentration limit. As a result, the mag-
nitude of the charge density diminishes and becomes practically invariant. Notably,
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the thickness at which the charge density stabilizes is smaller as the salinity of the
aqueous medium increases, which implies that higher electrolyte concentrations re-
sult in a steeper decay of the effective interaction between the surface sites of the
quartz and the H+ ions.

The mean electrostatic potential (MEP) profiles along the equilibrium film thick-
ness for different brines are shown in Figure 4.10. To facilitate comparisons, the dis-
tance along the film was normalized by the equilibrium film thickness. The quartz
and n-decane surfaces are located at distances of 0 and maximum normalized film
thickness, respectively, indicating that the electrostatic potential remains negative
at the n-decane surface. Additionally, at the equilibrium film thickness, the lower
the salinity, the greater the absolute MEP. This trend could be attributed to the ion
screening effects; however, as it will be seen further, the calculated equilibrium film
sizes exhibited a great variation (Figure 4.12). Since the interaction potential also
depends on the separation distance [14], a more appropriate evaluation of this effect
can be demonstrated in Figure 4.11, where the largest calculated film thickness (38
nm) was employed.

Figure 4.10: Calculated mean electrostatic potential for the different electrolyte
concentrations. The quartz and n-decane surfaces are located at distances of 0 and
maximum normalized film thickness, respectively.
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Figure 4.11: Calculated mean electrostatic potential for the different electrolyte
concentrations at a fixed film thickness (lfixed) of 38 nm. The quartz and n-decane
surfaces are located at distances of 0 and lfixed, respectively.

Furthermore, in Figure 4.10, the derivative of the mean electrostatic potential
concerning the distance increases as the brine salinity rises. This indicates that for
the low-salinity brines, at the equilibrium distances, the electrostatic potential is
not effectively screened. As we will seen later, this will directly impact the electric
double-layer disjoining pressure component.

Figure 4.12 illustrates the ion density profiles along the equilibrium film thickness
for the various brines. The cations exhibit a higher affinity for the quartz surface,
whereas the anions interact stronger with the n-decane surface. However, cations
concentration at the n-decane surface is much higher than anions concentration.
This behavior can be attributed to the electrostatic potential pattern (Figure 4.10),
which shows that the MEP remains highly negative at the decane surface. Only
sodium ions become adsorbed in the film, while the other ions are depleted. This
finding agrees with the observations of Fang et al. [84], where the density of chloride
anions is very small between the charged quartz and the uncharged decane surface.
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Figure 4.12: Ion density profiles at equilibrium film thicknesses for the different
bulk electrolyte concentrations: A) Na+, B) H+, C) Cl−,and D) OH− .The quartz
and n-decane surfaces are located at distances of 0 and maximum normalized film
thickness, respectively.

The components of the simulated disjoining pressure (DP) are presented in Fig-
ure 4.13. As explained previously, simulations were performed from an initial film
size guess, which was diminished until the total DP reached 0.3 bar. Therefore,
the two lowest distances in Figure 4.13 correspond to the thicknesses from which
the equilibrium distance was interpolated. As expected, the electrical and structural
contributions to the disjoining pressure exhibit repulsive behavior, while the van der
Waals contributions are attractive. All absolute DP components exhibit the same
order of magnitude. Even considering the influence of electrolytes on the Hamaker
constant (Equation 2.34), changes in salt concentration do not significantly impact
the van der Waals contributions to the disjoining pressure. Therefore, variations in
the total disjoining pressure among the different brine solutions can be attributed to
the double-layer contribution. For the concentrations of 0.01 and 0.1 mM, the EDL
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disjoining pressures were significantly smaller, even at smaller film thicknesses. In
these brines, the MEP was less effectively ion-screened, leading to a decrease in the
first term on the right side of Equation (2.44), as explained earlier. Specifically, for
concentrations of 2 and 20 mM, the total disjoining pressure was found to be pos-
itive throughout the system, indicating a purely repulsive behavior. Consequently,
the integral term in Equation 2.42 becomes negative, resulting in undefined contact
angles in these systems, which indicates the complete wetting of the surface by the
aqueous phase. Additionally, for a fixed thickness, we observe the rise of the dis-
joining pressure as the salinity decreases. This agrees with the results of Fang et
al.[84], and supports the role of the electric double-layer mechanism in wettability
alteration.

Figure 4.13: Disjoining pressure (Π) contributions: (A) Double layer, (B) van der
Waals, (C) structural, and (D) total disjoining pressure for different brines as a
function of film thickness (L) between quartz and n-decane surfaces.

Figure 4.14 shows the calculated equilibrium thicknesses. For brines with con-
centrations between 1.2 and 92mM, the film thicknesses were significantly larger,

48



indicating the presence of strong repulsive forces within the system. As pointed out
by Ding and Rahman [119], increasing the brine film thickness is desired because
it can enhance oil mobility and further increase oil recovery. Therefore, the use of
water within a specific range of salinity for this purpose is confirmed.

Figure 4.14: Film equilibrium thicknesses (L) as a function of the electrolyte con-
centration in the system quartz/brine/decane.

Figure 4.15 presents the simulated and experimental contact angles. The reduc-
tion in the wettability of the solid by the oil phase as the ionic force decreases aligns
with the well-established concept of low-salinity waterflooding. Between 1.2 and
92mM, the strong electrical repulsion led the macroscopic contact angles to become
parallel to the solid phase, and the film wets the surface thoroughly, causing the
oil phase to be detached [14, 71]. Importantly, the water-wet state extends over a
wider concentration range (around 70 to 5400ppm) than the reported in the liter-
ature (1000 to 5000 ppm) [11]. Furthermore, outside that concentration range, a
slight variation in the contact angle is observed, as expected for a system containing
a non-polar oil [11].
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Figure 4.15: Experimental and calculated contact angles using the PBE model as
function of the electrolyte concentration in the system quartz/brine/decane.

Unfortunately, the calculated CAs disagreed with the experimental ones. The
Lifshitz theory is based on a continuum approach, in which intensive physical prop-
erties remain unchanged throughout the phase. However, at the molecular level,
optical properties can fluctuate up to the interface [25, 45, 84]. Consequently, on
this size scale, Equation (2.33) may fail to provide a complete description of the
dispersion interactions when bulk optical properties are employed. As pointed out
by Israelachvili [45], Aν=0 cannot exceed 3

4
kBT (3.09×10−21J at 298.15K), but Aν>0

can be very high if one of the media has a significant refractive index. Therefore,
additional simulations were conducted by increasing the Aν>0 coefficient. These
results are presented in Figure 4.16.
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Figure 4.16: Contact angles as function of the electrolyte concentration for different
Hamaker constants. Aν>0 = 3.9× 10−21J is the calculated Hamaker constant using
Lifshitz Theory.

Expectedly, the increment on the Hamaker coefficient resulted in an enhanced
wettability of the solid by the oil phase. As the Aν>0 increased, the concentration
range where the oil phase detaches decreased. Figure 4.16 demonstrates that setting
Aν>0 to 35.0× 10−21J resulted in the best fit with the experimental data. Notably,
there is good agreement between the calculated and experimental contact angles.
Even for the highest concentrated system (1000mM), where PBE usually meets
limitations [19], the standard error was found to be less than 2.5%. In these new
simulations, CA did not vary expressively for each Aν>0, and no detachment of
the oil phase was obtained. The overall wettability behavior was similar to the
previously discussed results.

The new equilibrium thicknesses were smaller than the previously calculated
and showed a marginal increase with increasing salinity outside the oil detachment
concentration range (Figure 4.17). Table 4.10 shows the literature data for the ionic
and hydrated diameters of ions and water. Notably, several calculated equilibrium
thicknesses are close to the molecular diameter, and in some cases, are even smaller.
This physical inconsistency is justified since PBE neglects the ion sizes. However,
these findings invigorate the utilization of more detailed models, such as density
functional theory, which incorporates excluded volumes.
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Figure 4.17: Film equilibrium thicknesses (L) as function of the electrolyte concen-
tration for different Hamaker constants in a quartz/brine/decane system. Aν>0 =
3.9× 10−21J is the calculated Hamaker constant using Lifshitz Theory.

Table 4.10: Ionic and hydrated diameters.

Specie Bare diameter(Å) Hydrated diameter(Å)
Na+ 1.9 7.2

H3O+ - 5.6
Cl− 3.6 6.6
OH− 3.5 6.0
H2O 2.5 -

Properties from [45].

The electrostatic potential and ions density profile, obtained using Aν>0 =

35.0× 10−21J, for different brines, are shown in Figures 4.18 and 4.19, respectively.
The mean electrostatic potentials exhibited similar behavior to the previously cal-
culated ones, with little variation along the film thickness. The potentials remained
highly negative near the oil surface, which can be attributed to the reduction in the
film thicknesses. Since equilibrium thicknesses varied only marginally (from 2.18
to 2.24Å), the ion screening effect on the electrostatic potential becomes evident as
the ionic strength increases. The ion density profiles reflected the MEP behavior.
Cations densities remained relatively constant throughout the film thickness. An
enormous adsorption of Na+ is observed in the lowest concentrated brine film as an
attempt to balance the substantial existing negative MEP.
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Figure 4.18: Simulated electrostatic potentials, using Aν>0 = 35.0 × 10−21J, as a
function of the normalized film thicknesses of different brines.

Figure 4.19: Ions density profiles, using Aν>0 = 35.0 × 10−21J, as a function of the
normalized film thicknesses for different brines: A) Na+, B) H+, C) Cl−,and D)
OH−.
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Figure 4.20 shows the disjoining pressure components, calculated using Aν>0 =

35.0 × 10−21J, as a function of film size, for different brines. The increase in the
van der Waals interactions has resulted in a similar behavior of the total disjoining
pressure for all brines, which explains the nearly constant wettability behavior ob-
served in Figure 4.16. The equilibrium EDL disjoining pressure component is two
orders of magnitude smaller than the van der Waals and structural components.
Nonetheless, since both contributions are not affected by salinity, the wettability
behaviour is determined by variation in the EDL component.

Figure 4.20: Disjoining pressure (Π) contributions using Aν>0 = 35.0× 10−21J: (A)
Double layer, (B) van der Waals, (C) structural, and (D) total disjoining pressure
for different brines as a function of film thickness (L).

Interestingly, there is an inversion in the repulsion behavior of the brines as the
film size diminishes. Initially, for larger film thicknesses, the lowest concentrated
brine has the most repulsive ΠEDL. As the film size decreases slightly, the aqueous
solution with a concentration of 0.1mM becomes more repulsive than the 0.01mM
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one. This trend continues until the highest concentrated brine shows the most re-
pulsive electrical behavior. The change in the MEP profile can explain that as the
film size decreases. Referring to Equation (2.44), we observe that the first term on
the right side depends on the derivative of the mean electrostatic potential concern-
ing distance at the midplane of film thickness. As shown in Figure 4.21, when the
film thickness decreases, this derivative diminishes, causing the second term related
to concentrations to dominate ΠEDL. As observed previously, only sodium cations
became highly adsorbed in the film. Consequently, the rise in the concentration of
these cations as the film diminishes (Figure 4.22) leads to an increase in the electro-
static disjoining pressure component. Therefore, in very small film thicknesses, the
dominant contribution to the electrical disjoining pressure are entropic effects.

Figure 4.21: Effect of the film size (lfixed) on the mean electrostatic potentials using
Aν>0 = 35.0× 10−21J for 0.01mM (A) and 0.1mM (B) brines.

Figure 4.22: Effect of the film size (lfixed) on Na+ profile using Aν>0 = 35.0×10−21J
for 0.01mM (A) and 0.1mM (B) brines.

In summary, for the quartz/decane/brine systems studied, the wettability of
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quartz did not exhibit significant variations with changes in ionic strength, which is
expected for a non-polar oil [11]. This behavior is consistent with the experimental
data and values reported in the literature. The PBE model consistently captured
this behavior and was able to represent it accurately. Additionally, the model proved
to be useful in indicating possible inversions in the ΠEDL contributions at lower
film thicknesses. Moreover, considering the obtained film thickness, the influence of
solvation and van der Waals forces was found to be highly significant.

4.5 Calculations of Quartz/Brine/Crude Oil Sys-
tems

Figures 4.23 and 4.24 present the calculated equilibrium thicknesses and contact
angles for the quartz/crude oil/brine systems, along with experimental data from the
work of Lu et al. [120]. This system contains two charged surfaces, quartz and crude
oil. The presented data were estimated using the Hamaker coefficients calculated
using Equation (2.33) and the best fitted to the experimental data (Aν>0 = 22.0×
10−21J). The calculated equilibrium thicknesses showed a slight increase with the
rise of the ionic strength, which contradicts experimental observations of higher
concentrated systems [9, 10].

Figure 4.23: Film equilibrium thicknesses (L) as function of the electrolyte con-
centration for the calculated, Av>0=6.5×10−21J, and best-fitted Hamaker constant,
Aν>0 = 22.0× 10−21J, in the system quartz/crude oil/brine.
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Figure 4.24: Contact angles as a function of the electrolyte concentration for the cal-
culated, Av>0=6.5×10−21J, and best-fitted Hamaker constant, Av>0=22.0×10−21J,
in the system quartz/crude oil/brine. Ref.1 - Experimental data from Lu et al.
[120].

The increase in the Hamaker constant improved the agreement with the exper-
imental data obtained in lower salt concentrations. Since the PBE model does not
consider entropic effects, the expected deviations between the calculated and exper-
imental data in highly concentrated systems were found. These discrepancies might
also be attributed to the variation of the fluid - fluid interactions with salinity. The
surface parameters and IFTs used in the simulations were obtained from different
sources [93, 107] and may not fully represent the studied system of Lu et al. [120].
Crude oils have a highly complex composition [8, 13], which can result in different
interfacial and bulk properties. Even though it does not accurately represent the
experimental data for higher concentrated systems, the model demonstrated the
possibility of obtaining a significant variation in wettability, particularly when Av>0

was equal to 22.0×10−21J.
The mean electrostatic potential profiles for the quartz/brine/crude oil system,

obtained using the Hamaker coefficient of 22.0×10−21J, in different brines are shown
in Figure 4.25.
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Figure 4.25: Calculated electrostatic potentials, using Av>0 = 22.0 × 10−21J , as a
function of the normalized film thicknesses of different brines. The quartz and crude
oil surfaces are at 0 and maximum normalized film thickness, respectively. The
electrostatic potential profiles are nearly identical for 0.01, 0.1 and 1mM brines.

The MEP profile illustrates the superposition of the electrical potentials of each
interface, which can result in different interfacial properties. The electrostatic po-
tential profiles were nearly identical for 0.01, 0.1 and 1 mM brines, indicating that
the electrostatic behavior becomes almost invariant. Notably, there is an inversion
of the surface, which has a more negative electrical potential with increasing salinity.
In brines with a concentration below 500 mM, quartz has the most negative surface
potential, while in more concentrated systems, oil becomes more negative. Since the
equilibrium thicknesses of all brine films were similar (ranging from 2.73 to 2.82 Å),
the ions screening effects on the MEP can be observed. It is worth noting that the
difference between the electrostatic potentials is not as expressive as it was observed
in the quartz/brine/n-decane system.

Table 4.11 summarizes the quartz and crude oil surface charges at the equilibrium
film thicknesses. The surface charges are consistent with the inversion of the most
negative surface potential. As explained previously, as the salinity rises, the absolute
charges at surfaces increase, which indicates a "competition" between cations Na+
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and H+ to approach the surface sites, leading to the deprotonation of the surface.
Interestingly, the surface charge of the crude oil interface became even positive for
brines with a concentration below 20mM, indicating the predominant presence of
groups > NH+ on this surface.

Table 4.11: Charges at quartz and crude oil surfaces at equilibrium thicknesses for
different brines using Aν>0 = 22.0× 10−21J.

Concentration (mM) Qquartz(Cm−2) Qcrude oil(Cm−2)
0.01 -0.0060 0.0060
0.1 -0.0060 0.0060
1 -0.0060 0.0059
10 -0.0061 0.0052
100 -0.0070 -0.0006
200 -0.0079 -0.0055
500 -0.0098 -0.0154
1000 -0.0121 -0.0247
3000 -0.0164 -0.0393

The ion density profiles for the quartz/brine/crude oil system, obtained using
the Hamaker coefficient of 22.0×10−21J, in different brines are shown in Figure 4.26.
Similarly to the MEP profiles presented, the profiles of cations and anions for the
brines with concentration of 0.01, 0.1, and 1.0 mM were nearly identical. Na+ and
H+ were strongly attracted to both quartz and oil surfaces. However, due to the
inversion of the most negatively charged surface with the change in salinity, cations
showed more affinity for the quartz surface for brines with concentrations below 500
mM. On the other hand, anions were more concentrated in the middle region of
the film for the more concentrated systems (above 500mM), due the repulsion of
both surfaces. For brines with concentrations below 500mM, anions exhibited more
affinity for the oil surface.
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Figure 4.26: Ions density profiles, using Av>0 = 22.0× 10−21J , as a function of the
normalized film thicknesses for different brines: A) Na+, B) H+, C) Cl−, and D)
OH−. The quartz and crude oil surfaces are at 0 and maximum normalized film
thickness, respectively.

Figure 4.27 shows the disjoining pressure components, calculated using Av>0 =

22.0 × 10−21J , as a function of film size, for different brines. Similarly to the
quartz/brine/n-decane system, vdW and structural contributions to the DP are
greater than the EDL component, yet they do not dominate the total disjoining
pressure behavior since they are not affected by the salinity. Interestingly, similarly
to Figure 4.20, an inversion of the EDL repulsion behavior of brines was found as
the film thickness was reduced. This effect is again attributed to the diminishing
impact of the electrostatic potential and the increasing concentration of the electro-
static component as the film size decreases.

60



Figure 4.27: Disjoining pressure (Π) contributions in the quartz/brine/crude oil
system, using Av>0 = 30.0 × 10−21J : (A) Double layer, (B) van der Waals, (C)
structural, and (D) total disjoining pressure for different brines as a function of film
thickness (L).

The effect of pH alterations on the contact angle and the equilibrium thickness,
using Av>0=22.0×10−21J, is presented in Figures 4.28 and 4.29. The increase in the
pH diminished the wettability of quartz by the oil phase and expanded the con-
centration range of oil detachment. This finding aligns with the expectations for
a sandstone reservoir [11]. Moreover, the calculated contact angles at a pH of 8
are in better agreement with the experimental data at higher concentration, which
could be an explanation for the previously mentioned deviations in the higher salin-
ity range. As explained by Lyu et al. [11], the salinity influences the solubility of
organic substances in water. Therefore, pH variation could result from the interac-
tion between crude oil compounds and different brines. Unfortunately, the work of
Lu et al. [120] does not provide pH measurements. Nevertheless, this observation
illustrates the potential action of simultaneous phenomena that could be critical for
understanding the wettability behavior.
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Figure 4.28: Contact angles as a function of the electrolyte concentration for dif-
ferent pHs, using Av>0=22.0×10−21J, in the system quartz/crude oil/brine. Ref.1 -
Experimental data from Lu et al. [120].

Figure 4.29: Film equilibrium thicknesses (L) as function of the electrolyte concen-
tration for for different pHs, using Av>0=22.0×10−21J, in the system quartz/crude
oil/brine.

The main effect of the pH alteration is on the charge density of both surfaces,
as observed in Figures 4.30 and 4.31. At low salt concentrations, the surfaces be-
come more protonated, making the surface charge densities to approach zero. The
increase in the Na+ ion concentration makes the surface less protonated, resulting in
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a decrease in the charge densities from pH 6 to 8. Since the surface charge density
depends on the equilibrium thickness, we observe changes in the derivative of the
curves for pH 7 and 8 due to the wettability change occuring at 388mM and 590mM,
respectively.

Figure 4.30: Quartz surface charge densities as a function of the electrolyte concen-
tration for different pHs, using Av>0=22.0×10−21J at the equilibrium thicknesses,
in the system quartz/crude oil/brine.

Figure 4.31: Crude oil surface charge densities as a function of the electrolyte con-
centration for different pHs, using Av>0=22.0×10−21J at the equilibrium thicknesses,
in the system quartz/crude oil/brine.
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Interestingly, an opposite trend is observed at a pH of 5. The increase on the
concentration of H+ causes the protonation of both surfaces. The crude oil surface
becomes positively charged within all the concentration range, indicating the dom-
inance of > NH+ groups at the surface. Consequently, the electrostatic potential
becomes positive along the distance for all brines, as shown in Figure 4.32.

Figure 4.32: Calculated electrostatic potentials, using Av>0 = 22.0 × 10−21J at pH
5, as a function of the normalized film thicknesses of different brines. The quartz
and crude oil surfaces are at 0 and maximum normalized film thickness, respectively.
The electrostatic potential profiles are nearly identical for 0.01, 0.1 and 1mM brines.

The ion density profiles for the same system at pH of 5, using a Hamaker coef-
ficient of 22.0×10−21J, in different brines are shown in Figure 4.33. The profiles of
cations and anions for the brines with concentration of 0.01, 0.1, and 1.0 mM were
nearly identical. While all anions become adsorbed in the film, the cations are de-
pleted. As expected, Cl− and OH− exhibit a greater affinity towards the oil surface,
which is positively charge. On the other hand, Na+ and H+ are more concentrated
near the quartz surface, which is negatively charged (Figure 4.30).
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Figure 4.33: Ions density profiles, using Av>0 = 22.0 × 10−21J at pH of 5, as a
function of the normalized film thicknesses for different brines: A) Na+, B) H+,
C) Cl−, and D) OH−. The quartz and crude oil surfaces are at 0 and maximum
normalized film thickness, respectively.

All in all, the PBE model used here can accurately represent the wettability of
a quartz/crude oil/brine system for low-concentrated aqueous solutions. Other as-
pects regarding the oil surface parameters, the changes in the fluid-fluid interactions
and the pH variation may help to explain the wettability behavior in highly con-
centrated systems, highlighting the importance of a comprehensive understanding
of the phenomena involved in the system. Besides, these calculations demonstrated
important features, such as a more significant wettability alteration and an inversion
in the surface charge density with the variation of pH.
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Chapter 5

Conclusions and Suggestions

This work investigates the wettability of solid/oil/brine model systems using
a combination of goniometry and computer simulations. The study focused on
understanding the influence of three types of interactions: Coulombic, van der Waals,
and structural forces. For the quartz/decane/brine systems studied, contact angles
exhibited a modest variation in the wettability of quartz with increasing salinity.
This observation is consistent with both experimental and theoretical expectations
for a non-polar oil [13, 23]. Importantly, the PBE model consistently captured and
accurately represented this behavior, even for the high-salinity brine. Lastly, the
calculations demonstrated the substantial impact of van der Waals and solvation
forces within the film.

Calculations of the quartz/brine/crude oil systems were able to reproduce the
experimental data reported in the literature for the low-salinity range. In highly
concentrated systems, additional information about the system, including the oil
surface parameters, alterations in the fluid-fluid interactions and variations in pH
may be required to explain the wettability behavior. Furthermore, calculations
provided valuable insights into the system, revealing the possibility of observing
the wettability alteration as well as the inversion of the surface charge density in
response to pH changes.

Overall, this work emphasizes the importance of understanding the underlying
mechanisms of the rock/oil/brine systems. Hence, a logical progression of this re-
search could involve measuring contact angles and interfacial tensions with fully
characterized crude oil. Furthermore, the study of a more realistic surface, such as
an outcrop sandstone, is recommended in order to understand the role of fluid-solid
interactions.

Given that the size scale of the calculated film thicknesses was very small and
was physically incompatible, future studies using more sophisticated approaches, in-
cluding the size of particles, such as classical density functional theory and molecular
simulation, are suggested. This could enhance the potential of using these models
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to control and manipulate wettability in practical applications.
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