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O presente trabalho estuda a cristalização por resfriamento focando em avanços 

sob perspectiva da operação baseada em modelos matemáticos, bem como do 

auxílio no desenvolvimento de formulações farmacêuticas. Primeiramente, 

modelos representativos foram desenvolvidos a partir de experimentos em unidade 

de cristalização em batelada via análise dinâmica de imagens, incluindo a 

estimação de parâmetros cinéticos para os sistemas avaliados. A boa predição 

obtida permitiu desenvolver estratégias de controle ótimo para alcançar critérios 

desejados de tamanho e forma dos cristais. Além disso, metodologias de 

cristalização por resfriamento para investigação de formas sólidas de fármacos 

foram desenvolvidas, especificamente para o praziquantel, anti-helmíntico 

utilizado para tratamento da esquistossomose. Uma metodologia sistemática de 

triagem foi proposta para a investigação de polimorfos. Duas novas formas anidras 

e um solvato foram descobertos, e todas as formas previamente caracterizadas 

puderam ser obtidas pela primeira vez por cristalização por resfriamento. 
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Abstract of Thesis presented to COPPE/UFRJ as a partial fulfillment of the 

requirements for the degree of Doctor of Science (D.Sc.) 

  

COOLING CRYSTALLIZATION: FROM MODELING AND CONTROL TO 

EXPLORING NEW POLYMORPHIC STRUCTURES 
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The present work studies cooling crystallization, focusing on advances from the 

perspective of model-based operation and aiding the development of 

pharmaceutical formulations. First, representative mathematical models were 

developed from experiments in a batch crystallization unit using dynamic image 

analysis, including estimating kinetic parameters for the evaluated systems. The 

good prediction obtained by the models allowed the development of model-based 

optimal control strategies to make it possible to reach the desired specificity for 

the size and shape of the crystals. Moreover, the development of cooling 

crystallization methodologies to investigate solid forms of drugs was obtained, 

specifically for praziquantel, an anthelmintic used against schistosomiasis. A 

systematic screening methodology was proposed for the polymorph investigation. 

Two new anhydrous forms and one solvate were discovered, and all previously 

characterized forms could be obtained for the first time via cooling crystallization. 
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݊௦ number density distribution of the seeds   
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[ܿ݉ଷ/݉݅݊] 

௖ܸ volume of a single crystal [ܿ݉ଷ] 
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 ௬ measurement covariance matrixࢂ
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݇௕ nucleation constant 
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 [-] ௣ PZQ molar fractionݔ
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 Dirac delta (·)ߜ
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Chapter 1 

Introduction 
 

1.1 Contextualization 

Crystallization is a unit operation crucial for the many sectors of the 

industry, such as chemicals, agrochemicals, pharmaceuticals, and food1,2. More 

than 90% of active ingredients are produced in the pharmaceutical field as 

crystals3. The crystallizer purifies and separates the products of an industrial 

process. Different approaches exist for a crystallization process include 

evaporation, reaction, antisolvent addition, and cooling4. 

First, for the proper prediction of the final product quality obtained in 

industrial crystallization processes, more detailed knowledge about the size of the 

crystals is necessary. For this, modeling via population balance is the most used 

approach for crystallization processes5-7, in which the population balance equation 

must be solved. 

Using a one-dimensional crystal size distribution (CSD) is the most 

widespread way to model and control crystal size in crystallization processes8. 

Population Balance Model (PBMs) for crystallization processes are frequently 

used in the literature with three main objectives8: to estimate parameters for the 

kinetic model  for the involved phenomena, to predict particle size and shape 

using such kinetic model, and, finally, to optimize the process conditions for the 

required product specification. 
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PBMs were proven to be effective for the design and control of 

crystallization processes9. Usually, using a  PBM is accompanied by a numerical 

solution to simulate the process10,11, which can be followed by estimating model 

parameters based on experimental data. Many works in the literature used PBMs 

to obtain the kinetic model parameters for the phenomena involved in the process, 

especially examining the kinetics of primary nucleation, secondary nucleation, and 

particle growth12-27. A sequential approach to estimating the kinetic model 

parameters is presented by Calvo et al.25. The solute concentration is the most 

common and necessary measured variable, usually obtained from in situ 

spectroscopic techniques28 or from measuring another property such as 

conductivity29 or solution density30. Offline measurements of the crystal size 

distribution traditionally characterize the solid phase17,21,31. 

Recently, the literature has reported significant progress regarding online 

crystal phase information. In situ techniques, such as focused beam reflectance 

measurements (FBRM) and image analysis from Mettler Toledo's PVM and 

EasyViewer or the Blaze Metrics' Blaze systems32, usually require great 

computational effort and investment in models that are capable of providing a 

good approximation of the real CSD, still being a challenge in some 

applications7,33. Regarding using FBRM, which measures the chord length 

distribution (CLD), some relationships between the CLD and CSD were 

developed34, but with limited direct application in parameter estimation12,35,36. 

Szilagyi and Nagy directly compared experimental CLD with that obtained from 

PBM by artificial neural network soft sensors37. Recent studies applied the FBRM 

data directly in the parameter estimation framework without further 

transformations by maximizing the correlation between the predicted crystal 

number density and the measured FBRM counts38,39. 

Online image analysis via ex-situ imaging setup has been gaining 

prominence in several applications, using a flow-through cell setup40,41 and 

commercial online imaging tools (e.g., Sympatec QICPIC) to evaluate 
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crystallization kinetics42-44, agglomeration45, and optimal control46. More recently, 

the use of microcomputed tomography to obtain three-dimensional images of 

potash alum has been reported47. 

In addition to the concern with particle size, shape modeling (crystalline 

habit) is shown to be necessary and increasingly used in the development of 

predictive models and control of crystallization processes. Growing research 

started in the 2000s48,49 is observed in the literature for designing PBMs with 

internal variables that represent the morphology of crystals. 

In the pharmaceutical industry, crystallization plays a crucial role, since 

the products, without their great majority, consist of solid materials of high 

purity, being dominant in almost all processes. In this case, engineering focuses 

on how the crystals' size and shape affect the process – specifically on their 

processability – and how these characteristics affect the bioavailability of active 

pharmaceutical ingredients (APIs). Product specification in terms of its 

morphology has also gained prominence in recent years for APIs50. For the 

crystallization of pharmaceuticals, achieving the specification criteria for size, 

shape, and yield may be directly related to the presence of more than one 

crystalline arrangement (polymorphism) and chirality of certain compounds, such 

phenomena being intrinsic to each studied system, expressively present in APIs. 

A significant challenge in developing pharmaceutical formulations is the 

low bioavailability due to the low water solubility of many active pharmaceutical 

ingredients (APIs)51. Thus, searching for new solid forms capable of improving 

solubility and reducing the therapeutic dose becomes relevant52. Polymorphism is 

the ability of a compound to exist in more than one crystalline form, with different 

structures and packing ways51-53. These structural differences can result in very 

different physical and chemical properties, and polymorphic research is of great 

interest, especially for developing new formulations and drug candidates51,54. 

Praziquantel (PZQ) is a racemic compound and an anthelmintic API 

prescribed for treating schistosomiasis. It is administered in high dosages mainly 
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due to the low water solubility and extensive first-pass metabolism55. PZQ is 

included in the list of essential drugs of the World Health Organization (WHO)56, 

recommended for all known forms of the disease. Schistosomiasis is a chronic 

disease strongly linked to poverty that affects more than 240 million people. It is 

also classified as a neglected tropical disease precisely because it affects the poorest 

and most vulnerable populations, contributing to the perpetuation of poverty and 

social inequality and impacting child health57,58. In endemic areas, schistosomiasis 

is the second most prevalent disease in socioeconomic and public health terms, 

surpassed only by malaria59,60. 

Investments in research applied to neglected diseases are low, not directly 

reflecting the development and accessibility to medicines and new technologies for 

prevention and control. In a brief context about schistosomiasis, according to 

WHO, it is estimated that 700 million people live in endemic areas, prevailing 

tropical and subtropical regions such as Brazil56. In these regions, schistosomiasis 

is the second most important disease in socioeconomic and public health, 

surpassed only by malaria60. 

Brazil is the most affected in the Americas, with 19 states comprising the 

endemic area. Estimates for the exposed and parasitized populations are around 

26 and 8 million, respectively. The regions with the highest cases are the northeast 

and southeast.57 Schistosomiasis in adults has a low mortality rate, although the 

debilitating effects are significant. The primary concern is the contraction by 

preschool-age children with a higher risk of morbidity for the disease. 

The primary investigation of new solid forms of praziquantel involved 

obtaining cocrystals of carboxylic acids61-65 and using polymorph screening by 

mechanochemistry66-71. The pure enantiomers of praziquantel are reported as 

hemihydrates, indexes under the codes SIGBUG (S-praziquantel hemihydrate)72, 

SIGBUG01 (R-praziquantel hemihydrate)73, and LIFVED (R-praziquantel 

monohydrate)74. Table 1.1 summarizes the literature survey for all reported 

polymorphs of PZQ (also considering the solvates). 
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Table 1.1 - Reported polymorphs of PZQ. 

 

 

Solution crystallization is a commonly used method to access different 

solid-state forms of one substance. Several works in the literature focus on 

Racemic PZQ 

Form Method Type Ref. code 

A Commercial Anhydrous TELCEU63 

B Neat grinding Anhydrous TELCEU0168 

C Neat grinding Anhydrous GOYZOM69 

D Neat grinding Anhydrous not indexed66 

E 
Liquid assisted 
grinding (THF) 

Not reported not indexed66 

F Amorphous Anhydrous not indexed66 

PZQ-MH 
Cooling from 

melting 
Monohydrate not indexed67 

PZQ-HH Neat grinding Hemihydrate WUHQAU70 

PZQ-AA 
Liquid assisted 

grinding 
Solvate          

(acetic acid) 
DAJCEA71 

PZQ-2P 
Liquid assisted 

grinding 
Solvate            

(2-pyrrolidone) 
DAJCA71 

- 
Liquid assisted 

grinding 
Hydrate not indexed86 

PZQ pure enantiomers 

Type Ref. code 

S-PZQ hemihydrate SIGBUG72 

R-PZQ hemihydrate SIGBUG0173 

R-PZQ monohydrate LIVFED74 
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obtaining and transforming metastable forms and determining their relationship 

with the choice of solvent, supersaturation level, temperature, and cooling rate75-

82. Rapid cooling crystallization is also preferred to favor the nucleation of 

metastable forms75,78. Fast cooling crystallization is still important even for highly 

polymorphic compounds already well explored in the literature. We can highlight 

this technique’s recent discovery of the ninth form of tolfenamic acid83. 

Furthermore, high and medium throughput techniques using cooling 

crystallization have been established as a suitable method for polymorph 

screening75,76,84,85. 

Given the above, obtaining appropriate models and control strategies for 

cooling crystallization processes that deal with the size and shape of the crystals 

is significant to developing new technologies. Allied with this process concern, the 

polymorph investigation from a product perspective is crucial for APIs. In this 

thesis, we addressed both aspects and their respective contributions. 

 

1.2 Objectives and Contributions 

 

The work has a scope that contributes to modeling and control aspects and 

experimental aspects in cooling crystallization processes. In this way, the main 

contributions of this thesis relate to advances in cooling crystallization from the 

point of view of operation for product quality, such as product development. 

These advances came from developing mathematical models to enhance the 

process understanding and optimal control to meet critical quality criteria and by 

identifying polymorphs under different experimental conditions. 

This thesis had the following objectives. 

I. Develop representative modeling and control schemes that can be 

applied to the size and shape of crystals in batch processes. For this, a 

theoretical-experimental interface was used based on PBM and data 
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obtained experimentally in the crystallization apparatus of the present 

group using a dynamic image analyzer for the crystal phase information. 

As specific contributions, the following stand out. 

a. Using ex-situ image analysis as a suitable tool for the solid phase 

characterization, providing validated phenomenological modeling 

for the cooling crystallization of potassium sulfate (K2SO4) and 

potassium dihydrogen phosphate (KDP). 

b. Model parameter estimation included measurements of all 

moments of the crystal size distribution that appear in the model 

equations. 

c. Use of a linear size-dependent growth rate for potassium sulfate in 

water, which still needed to be fully established. 

d. The development of an optimal control framework for the crystal 

size and coefficient of variation using a monovariate population 

balance modeling for K2SO4. 

e. The development of an optimal control framework for the crystal 

size and shape using a bivariate population balance modeling for 

KDP, considering operation in supersaturated and undersaturated 

conditions. 

II. investigate the polymorphism of praziquantel using cooling 

crystallization experiments under different conditions not explored in the 

literature for this drug to access different solid forms. Specific contributions 

are: 

a. the discovery of 2 anhydrous new polymorphs of praziquantel, and 

a dimethylacetamide solvate; 

b. the determination of solubility data of praziquantel in different 

solvents by solvent screening method, providing solid-liquid 

equilibrium equations for the systems studied; 
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c. the development of an effective systematic methodology to screen 

polymorphs using cooling crystallization; 

d. the importance of solvent selection and variation in the rate of 

supersaturation generation to access different forms, even those 

obtained from more complicated techniques as well as finding new 

polymorphs; 

e. the relevance of finding novel solvates, as this can lead to 

unidentified phases when desolvation occurs. 

 

1.3 Thesis Structure 

 

Given the diversity of topics addressed during the development of this 

thesis, the thesis was structured based on articles in the following chapters. This 

work is divided into five chapters.  

Chapter 1 (this chapter) presents the developed studies' context, 

motivation, and objectives. 

Chapter 2 addresses the modeling of cooling crystallization using ex-situ 

image analysis to get information about the solid phase. This chapter discusses 

aspects of the experimental apparatus used and describes the data processing and 

the experimental procedure. In this chapter, phenomenological modeling is applied 

to the crystallization of potassium sulfate in water, in which kinetic parameters 

and details on the estimation and construction of confidence regions are presented. 

In Chapter 3, the developed applications of optimal control to different 

cases of crystallization are presented. Section 3.1 presents the application of open-

loop supersaturation control applied to potassium sulfate crystallization. In 

Section 3.2, the application of neural networks is addressed. Section 3.3 presents 

the optimal size and shape control applied to KDP crystallization and the 

modeling used for the model-based control scheme. 
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Chapters 4 and 5 refers to the praziquantel cooling crystallization. 

Chapters 4 addresses the investigation of the polymorphism of praziquantel 

exploited through cooling crystallization. This study applied different conditions 

and techniques, showing the vital role of cooling crystallization in accessing 

polymorphs allowing access to other solid forms, and discovering new ones. 

In Chapter 5, the results obtained up to the present moment for the 

crystallization of praziquantel are presented and discussed. First, the 

determination of praziquantel solubility in different organic solvents was explored 

to validate experimental methodology with solvent screening for solubility 

determination and subsequent analysis of the crystallization process. Second, the 

preliminary investigation of the batch cooling crystallization of praziquantel is 

presented, highlighting essential points about the operation of the process via in-

situ image analysis monitoring. 

Chapter 6 summarizes the conclusions from the results and discussions 

presented in the previous chapters and suggests future directions related to the 

developments obtained in this thesis. 
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Chapter 2 

Modeling of Cooling Crystallization 

using Ex-Situ Image Analysis 
 

This chapter presents the modeling of batch-cooling crystallization based 

on online dynamic image analysis. A flow-through microscope was used to track 

the temporal evolution of the crystal population. A population balance modeling 

(PBM) approach, parameter estimation, and validation were obtained for the 

batch-cooling crystallization of potassium sulfate in water. The performed 

experiments provided new experimental data, giving dynamic information about 

the crystal size throughout each run. The kinetic model parameters for crystal 

nucleation and growth were estimated using a hybrid optimization algorithm, 

followed by the confidence region construction using a more exploratory particle 

swarm algorithm. In the parameter estimation framework, in addition to solute 

concentration, the first four lower order moments computed throughout all 

experiments were included in the objective function. A size-dependent linear 

growth rate was found to capture well the dynamics of the potassium sulfate 

crystal-size distribution. The experimental results evidenced that the crystal 

shape of potassium sulfate is predominantly constant, allowing the adequacy of 

the developed model. The chapter was adapted from the following paper recently 

submitted as a research article to Industrial & Engineering Chemistry Research: 
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i. de Moraes, M. G. F.; Lima, F. A. R. D; Lage, P. L. C.; de Souza Jr., M. B.; 

Barreto Jr., A. G; Secchi, Ag. R. Modeling and Predictive Control of Cooling 

Crystallization by Dynamic Image Analysis: Exploring Population Balance 

Model and Machine Learning Approaches. 

 

2.1 Introduction 

 

Specifically for the crystallization of potassium sulfate, Mullin and Gaska 

evaluated the particle growth of potassium sulfate in a fluidized bed crystallizer87. 

The authors studied the effect of crystal size at 20 °C, noting that the potassium 

sulfate’s growth rate (ܩ) is clearly size dependent, expressed by ܩ ∝  is the ܮ) ଴.଺ܮ

crystal size in µm). Randolph and Rajagopal fit experimental data of potassium 

sulfate using McCabe’s Δܮ law in a continuous mixed-suspension crystallizer as 

only dependent on the supersaturation level88. 

Randolph and Cise correlated experimental data from mixed-suspension 

mixed-product removal (MSMPR) experiments of potassium sulfate in water and 

observed the growth rate markedly size-dependent89. They proposed an expression 

in which ܩ ∝ exp (−݇/ܮଵ/ଶ), but with poor correlation (R2 = 0.425). 

Jones et al. and Budz et al. showed that experimental data using an 

MSMPR crystallizer fit a growth rate in which ܩ ∝ (1 +  ଶ/ଷ) for crystals greaterܮ2

than 20 μm90,91. This dependency was later used by Jones et al. for the 

investigation of operational conditions to improve solid-liquid separation of 

potassium sulfate in a batch crystallizer92. Chianese et al. used the same size-

dependent expression (ܩ ∝ (1 +  ଶ/ଷ) ) to fit their data obtained from seededܮ2

batch crystallization experiments93. Thus, this dependency is the most used in the 

literature, but the works point out a good approximation for crystals larger than 

100 µm, with no general agreement for crystals smaller than 20 µm in the studies 

carried out so far90. 
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Omar and Ulrich studied the effect of crystal size in a fluidized bed 

crystallizer of potassium sulfate in water94. They correlated the crystal size 

according to an expression where ܩ ∝  ଵ.଴ଵ. However, this limited study evaluatedܮ

only two supersaturation levels and four crystal size values in the [200,600] µm 

size range. Thus, there has yet to be a general agreement on the size-dependent 

growth rate of potassium sulfate in water, especially for crystals smaller than 100 

micra. 

In addition, works involving simulation and optimal control for potassium 

sulfate use the model presented by Rawlings, where the growth rate is 

independent of size95, which does not reflect the experimental observations for the 

description of the growth rate of potassium sulfate. That work was used as a 

benchmark in other works to evaluate optimization and nonlinear control96,97 and 

predictive control strategies98. 

This work's first objective is to develop representative phenomenological 

modeling for the cooling crystallization of potassium sulfate in water. This process 

was revisited using online measurements from dynamic image analysis and 

electrical conductivity. A new experimental dataset was obtained, composed of 

dynamic information about the crystal size distribution and concentration 

throughout each experiment. The kinetic model parameters for nucleation and 

growth rates were estimated to predict the process dynamics. The confidence 

regions of the parameters were built using a more exploratory particle swarm 

optimization algorithm and later compared with the elliptical approximation. The 

obtained model was validated against other experiments to establish a digital twin 

for this process. 

The present work also proposes a new expression for the growth rate of 

potassium sulfate in water, in which the linear dependence ܩ ∝ (1 +  (ܮߛ

represents well the experimental data obtained for systems with the presence of 

smaller crystals. 
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2.2 Experimental Section 

  

2.2.1 Materials and experimental setup 

Potassium sulfate (purity of 99%) was purchased from Synth and 

represented the substance used for the investigations in this work. Fresh distilled 

water was used as the solvent in all experiments. The crystallization setup 

(scheme in Figure 1) consisted of a 1 L crystallizer vessel (Syrris®) stirred by a 

two-bladed stirrer (Orb®). The conductivity was determined using the 

SevenCompactTM Duo S213 (Mettler Toledo), connected to the Inlab® 731 

(Mettler Toledo) conductivity sensor for monitoring the liquid phase. The 

monitoring of the solid phase took place using the image analyzer QICPIC 

(Sympatec GmbH, Germany) supplied with the LIXELL accessory (Sympatec 

GmbH, Germany), in which real-time images of the suspension were acquired. 

 

 

Figure 2. 1 - Experimental setup for the crystallization experiments 
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The image analyzer was located in an ex-situ sampling loop in a tube with 

an inner diameter of 5 mm, in which continuous withdrawal from the vessel 

through the analyzer was provided by a peristaltic pump (Masterflex L/S) at a 

constant flow rate of 140 cm3/min. The peristaltic pump was installed 

downstream of the image analyzer to minimize the sample mischaracterization 

and better represent the state removed from the vessel. The sample passed 

through a 500 µm-thickness cell, generating a thin layer of suspension that 

eliminated from the measurement the interference of crystals in different planes 

depths. 

A PT100 thermocouple was used to measure the solution temperature. The 

thermostatic bath (Huber® Petite Fleur) was connected to the vessel's cooling 

jacket for temperature control. 

 

2.2.2 Seeds preparation 

The seeds were prepared by fast cooling (2 °C/min) recrystallization of the 

commercial potassium sulfate. A saturated solution at 50 °C was prepared at 60 

°C to ensure complete dissolution. The solution was cooled to 50 °C and kept at 

this temperature for 30 minutes when cooling started. As soon as the particle 

count in QICPIC showed an expressive increase due to nucleation, also indicated 

by fine crystals in suspension, the experiment continued for 15 minutes to enable 

the growth of new nuclei. After that, the suspension was filtered using a vacuum 

filter. The filtered crystals were washed with acetone and dried at 45°C in a 

vacuum oven overnight. The product was then manually sieved, and crystals 

between the 38 μm and 53 μm sieves (400 and 270 Mesh Tyler, respectively) were 

collected and used as seeds for all experiments. 

 

2.2.3 Data processing 

The WINDOX Sympatec® software allowed real-time monitoring and data 

processing of the images. The QICPIC image analyzer continuously took videos 
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from the suspension at 100 frames per second. Figure 2.2 illustrates typical frames 

obtained at different times of an experimental run. 

 

 

Figure 2. 2 - Experimental setup for the crystallization experiments 

 

Data were acquired continuously. At each minute, all particles detected 

during the last minute (sampling time) had their size and shape information 

stored in a "particle gallery" In this work, the Feret diameter was used to 

represent the size of the particles. The maximum (݀ிశ) and minimum (݀ிష) Feret 

diameters are determined being the greatest and smallest distance possibly 

measured when tracing two parallel planes that will tangent a given particle, as 

illustrated in Figure 2.3. 

 

 

 

Figure 2. 3 - Illustration of the maximum and minimum Feret diameter (݀ிశ 
and ݀ிష). 

షࡲࢊ
శࡲࢊ
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As potassium sulfate crystals have a regular shape (rods), the measurement 

of ݀ிశ and  ݀ிష proved adequate to characterize the crystals. For the 

characteristic size for the one-dimensional modeling, we adopt the arithmetic 

average Feret diameter (݀ி), between these two. This assumption is corroborated 

by the crystals' aspect ratio being approximately constant in the evaluated 

conditions (see Section 2.6.1). 

Notably, breakage and aggregation phenomena were not observed through 

the images during the experiments. Agglomeration for potassium sulfate is 

predominant only for longer batch times (e.g. 2h), which did not correspond to 

the cases studied for modeling. As an illustration, Figure 2.4 shows frames after 

2 hours of batching, in which agglomerates formed. 

 

 

Figure 2.4 - Images from longer-lasting experiments (greater than 2h), showing 
agglomerates’ formation. 

 

For mathematical modeling of the process using equations of moments (see 

Section 2.6.2), the first four moments of the CSD were computed based on ݀ி in 

all sampling times. Using all particles analyzed during the sampling interval, Δݐ, 

moments of order ݆, ܯ௝, were calculated by 
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(ݐΔ)௝ܯ = ෍(ܮത௜)௝ ܮ)ߥത௜ , Δݐ)
ே

௜ୀଵ

 ൫ܮ௜,௨ − ݆     ,       ௜,௟൯ܮ = 0,1,2,3 (2.1) 

 

where L is the particle size, adopted as ݀ி [݉ߤ], N is the number of bins, and ܮ௜,௟ 

and ܮ௜,௨ are the lower and upper limit of the particle size interval for each bin, 

respectively. In Eq. 2.1,  ܮത௜ is the arithmetic average between ܮ௜,௟ and ܮ ௜,௨ and 

ത௜ܮ)ߥ , Δݐ) represents the sample number density distribution [ି݉ߤଵ] of the particles 

analyzed from ݐ − Δݐ to ݐ with size between ܮ௜,௟ and ܮ௜,௨. 

The bin interval ൫ܮ௜,௟ −  :௜,௨൯ varies according to the following progressionܮ

 

௜ାଵ,௨ܮ =
௜,௨ܮ

௜,௟ܮ
 (2.2) 

 

where ܮ௜ାଵ,௟ =  ௜,௨. The analyzer can detect crystals of size above 1.6 μm. Theܮ

limits for the first bin containing the smallest particles to be analyzed, ܮଵ,௟ and 

 ଵ,௨, are defined by the software as 1.6 µm and 1.7 µm, respectively. The numberܮ

of bins and, consequently, the particles’ size range computed during a given Δݐ 

vary according to the largest particle detected. 

 The number density distribution ݊(ܮ,  expressed as number of particles ,(ݐ

per size per suspension volume, in [(݉ߤ . ܿ݉ଷ ݊݋݅ݏ݊݁݌ݏݑݏ ݂݋)ିଵ], was related to 

,ܮ)ߥ Δݐ) as 

 

,ܮ)݊ (ݐ ≈
,ܮ)ߥ Δݐ)

Δݐ ܸ̇
 (2.3) 

 

where  ܸ ̇  is the volumetric suspension flow rate in the sampling loop. The moments 

,ܮ)݊ ௝ ofߤ  are defined as (ݐ

 

(ݐ)௝ߤ = න ௝ܮ ,ܮ)݊  ܮ݀ (ݐ
ஶ

଴
 (2.4) 
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in  ൣ݉ߤ௝  .  ܿ݉ିଷ ݊݋݅ݏ݊݁݌ݏݑݏ ݂݋൧. Based on Eq. 2.3, and approximating the integral 

by the summatory established in Eq. 2.1 , ߤ௝(ݐ) were calculated as 

 

(ݐ)௝ߤ =
(ݐΔ)௝ܯ

Δݐ ܸ̇
 (2.5) 

  

The solute concentration was determined from the conductivity data acquired 

during the same sampling time using a calibration model that relates the solute 

concentration with the conductivity and temperature. 

Zhang et al. proposed the following semiempirical conductivity model to 

correlate conductivity (ߢ), temperature (ܶ), and mass concentration (ܥ) of 

electrolyte solutions99: 

 

,ܥ)ߢ ܶ) = ( ଵܲܶ + ଶܲ)ܥ௡ exp ൬− ଷܲܥ
ܶ − ସܲ

൰ (2.6) 

 

where the 5 parameters ݊, ଵܲ, ଶܲ, ଷܲ, and  ସܲ can be estimated for each system 

electrolyte-solvent. Firstly, Eq. 2.6 was used to obtain the correlation between 

experimental data for the conductivity of K2SO4 in water. It was observed that 

the last term on the right side of Eq. 2.6 is approximately constant for the system 

and conditions studied. With that, and together with the fact that a more 

appropriate expression would be one that made it possible to explicitly obtain 

ܥ = ,ߢ)݂ ܶ): 

 

,ߢ)ܥ ܶ) = ൬
ߢ

ଵܶܣ + ଶܣ
൰

௔
 (2.7) 

 

Eq. 2.7, therefore, is the equation proposed in this work for the calibration 

model for solute (K2SO4) concentration. Eq. 2.7 can be expressed in logarithmic 

form as 
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ln ܥ = ܽ ln ߢ − ܽ ln(ܣଵܶ +  ଶ) (2.8)ܣ

 

where  ߢ is expressed in mS/cm; ܥ in g/cm3; ܶ in ℃. 

Calibration was obtained for the concentration and temperature range 

employed during the crystallization experiments. For this, supersaturated 

solutions were prepared to cover a region with a supersaturation level close to 

those performed experimentally. Fewer calibration points were obtained for lower 

temperatures due to the possibility of nucleation in higher concentrations at those 

temperatures. Calibration took place in the same apparatus used for the 

experiments, with the conductivity sensor placed in the same position as during 

the experiments. Image analysis through QICPIC was obtained to ensure the non-

formation of crystals during the process.  

The amount of K2SO4 added for each determination was weighed on an 

analytical balance, and the volume of water was measured using volumetric flasks. 

The stir rate was 500 rpm. For each experimental point, the solution was heated 

20 °C above the desired value for the determination to ensure complete dissolution 

and then returned to the desired value, equilibrating for 40 minutes. 

For the supersaturation experiments, the temperature was reduced to the 

appropriate value by performing a cooling ramp at a rate of -1.0 °C/min to avoid 

crystallization caused by a sudden change in temperature . 

The parameters ܽ ,  ଶ in Eq. 2.7 were estimated from the calibrationܣ ଵ, andܣ

experimental data, ܥ ,[݉ܿ/ܵ݉] ߢ [g/cmଷ], ܶ [℃]. Figure 2.5 presents the 

experimental data (black dots) on a log-log-scale, compared to the values 

calculated by the model. 
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Figure 2. 5 - Calibration curves in different temperatures expressing ܥ[݃/ܿ݉ଷ] 
as a function of ߢ[݉ܵ/ܿ݉] and ܶ[℃] (ܴଶ = 0.9956). 

 

Table 2.1 shows the calibration, where a coefficient of determination ܴଶ =

0.9956 was obtained for the experimental and predicted concentrations. 

 
Table 2.1 - Estimated parameters of the calibration model in Eq. 2.7 

Parameter Unit Value 

ܽ [−] 1.155497 

 ଵ [ ݉ܵ ܿ݉ଶ/ ݃ ℃] 0.027677ܣ

 ଶ [ ݉ܵ ܿ݉ଶ/ ݃ ] 0.903823ܣ
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2.2.4 Experimental procedure 

The procedure of the experiments of seeded batch crystallization was as 

follows. First, the conductivity and temperature sensors were positioned in the 

empty, clean vessel. Then, the solvent (water) was introduced, starting the 

circulation pump and stirrer. The amount of potassium sulfate was added to the 

vessel, followed by the amount of water to complete the solution volume to 1L. 

The solution was heated to 15 degrees above each experiment's starting 

temperature to ensure complete dissolution. The proper absence of particles or 

contaminates was detected by analyzing live images in the QICPIC software. The 

temperature was then reduced to the starting temperature of each experiment 

and maintained for 30 minutes for equilibration. Each run was started seeds’ 

loading, accompanied by the start of the cooling policy. Table 2.2 lists the 

experimental conditions that were kept fixed in all experiments. 

 

Table 2.2 - Experimental conditions common to all batch crystallization runs 

Condition Value 

Stir rate 400 rpm 

Sampling loop flow rate 140 cm3 / min 

Mass of seeds 

Seeds size 

Volume of solvent 
 

0.25 g 

38 – 53 μm (sieved) 

1L 

 

Table 2.3 summarizes the experimental conditions used for each run, where 

“C” indicates the calibration experiments, and “V” validation experiments used to 

evaluate the model prediction performance in the parameter estimation (see 

Section 2. 3). Experiments Exp4, Exp5, and Exp6 are triplicates. 
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Table 2.3 - Experiments performed with the corresponding conditions 

Experiment Type* 
Initial 

Temperature 
(°C) 

Cooling 
rate 

(°C/min) 

Final 
Temperature 

(°C) 

Initial 
Concentration 

(g/cm3) 
Exp1 C 40 0 40 0.16 

Exp2 V 40 0.125 32 0.16 

Exp3 C 40 0.166 30 0.16 

Exp4 C 40 0.25 25 0.16 

Exp5 C 40 0.25 25 0.16 

Exp6 C 40 0.25 25 0.16 

Exp7 V 40 0.5 22 0.16 

Exp8 C 30 0 30 0.14 

Exp9 V 30 0.166 20 0.14 

Exp10 C 30 0.25 20 0.14 
* Related to the parameter estimation on Section 3 

 

 

2.3 Population Balance Modeling 

 

2.3.1 Moment equations and crystallization kinetics 

To describe the crystal population by its number density based on the 

suspension volume, ݊(ܮ,  the population balance equation applied to the batch ,(ݐ

crystallizer in supersaturated conditions yields100: 

 

߲݊
ݐ߲

+
(݊ ܩ)߲

ܮ߲
= 0 (2.9) 

 

A size-dependent growth rate [݊݅݉/݉ߤ](ܮ)ܩ was considered in this work 

and is described by: 
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(ܮ)ܩ = ଴(1ܩ +  (2.10) (ܮߛ

 

The rate ܩ଴ [݉ߤ/݉݅݊] express the temperature and supersaturation-

dependent factor: 

 

଴ܩ =  ݇௚ ݁݌ݔ ൬
஺௚ܧ−

ܴܶ ൰ Δܥ௚ (2.11) 

 

where ݇௚ is the growth rate constant [(݉ߤ/݉݅݊ )(݊݋݅ݐݑ݈݋ݏ ݂݋ ܮ/g)௚]; ܧ஺௚ is the 

growth activation energy [݈݋݉/ܬ]; ܴ is the universal gas constant; and ݃ is the 

growth exponent parameter [−]; The absolute supersaturation is Δܥ = ܥ −  ௦ܥ

[g/݊݋݅ݐݑ݈݋ݏ ݂݋ ܮ], where ܥ௦ is the solute equilibrium concentration. The choice of 

Δܥ to represent the supersaturation was made due to its use in previous works 

for potassium sulfate87-89. 

A temperature dependent correlation for ܥ௦ [g/݊݋݅ݐݑ݈݋ݏ ݂݋ ܮ] was obtained 

from solubility experimental data of K2SO4 in water101 (0°ܥ < ܶ < 100℃). The 

best correlation was the following quadratic equation (ܴଶ = 0.9997): 

 

[ܮ/݃] (ܶ)௦ܥ = −686.27 + 3.5795 ܶ − 2.9287 × 10ିଷ ܶଶ  (2.12) 

 

ܶ in K. The boundary and initial condition are expressed as 

 

,ܮ)݊ ݐ = 0) = ݊௦           (2.13) 

 

ܮ)݊ ܩ = ,଴ܮ (ݐ =  (2.14) ܤ

 

where the initial condition (Eq. 2.13) gives the number density distribution of the 

seeds (݊௦), and ܮ଴ denotes the nuclei size. The assumption of ܮ଴ = 0 was 

considered. The boundary condition (Eq. 2.14) establishes the nucleation rate ܤ 
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as a birth rate at the domain100, given in [(݉݅݊ ∙ ܿ݉ଷ ݊݋݅ݏ݊݁݌ݏݑݏ ݂݋)ିଵ]. The 

nucleation rate is described as 

 

ܤ =  ݇௕ ݁݌ݔ ൬
஺௕ܧ−

ܴܶ ൰ Δܿ௕ߤଷ
ఉ (2.15) 

 

where ݇ ௕ is the nucleation constant [(݉݅݊ ∙ ܿ݉ଷ ݊݋݅ݏ݊݁݌ݏݑݏ ݂݋ )ିଵ(݊݋݅ݐݑ݈݋ݏ ݂݋ ܮ/

g)௕(ܿ݉ଷ݉ߤ/݊݋݅ݏ݊݁݌ݏݑݏ ݂݋ଷ)ఉ]; ܧ஺௕ is the nucleation activation energy [݈݋݉/ܬ]; 

ܾ [−] and ߚ [−] are nucleation exponent parameters. 

Applying the moment integral transform operator to Eq. 2.96, for ݆ =

0, 1, 2, 3, the set of ODEs in Eq. 2.16-19 is obtained. 

 

଴ߤ݀

ݐ݀
=  (2.16) ܤ

 

ଵߤ݀

ݐ݀
= ଴ߤ) ଴ܩ +  ଵ) (2.17)ߤ ߛ

 

ଶߤ݀

ݐ݀
= ଵߤ) ଴ܩ 2 +  ଶ) (2.18)ߤ ߛ

 

ଷߤ݀

ݐ݀
= ଶߤ) ଴ܩ 3 +  ଷ)  (2.19)ߤ ߛ

 

The moments ߤ଴, ߤଵ, ߤଶ, and ߤଷ are proportional to the total crystal 

number, length, surface area, and volume, respectively. The volume of solution 

(volume free of solids) ௦ܸ௢௟௨௧௜௢௡ can be written as 

 

௦ܸ௢௟௨௧௜௢௡ = (1 −  ௦ܸ௨௦௣௘௡௦௜௢௡  (2.20) (ߴ

 

where ߴ is the volume fraction of the total crystal population: 
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ߴ =  ݇௏ ଷߤ  × 10ିଵଶ (2.21) 

 

where  ݇௏  is the volume shape factor. The factor 10ିଵଶ in Eq. 2.21 converts the 

third moment chosen dimension [݉ߤଷ/ܿ݉ଷ ݊݋݅ݏ݊݁݌ݏݑݏ ݂݋] to a dimensionless 

fraction. In this way, the solute mass balance in the batch crystallizer can be 

established for the K2SO4 concentration ܥ expressed in [݃ ݁ݐݑ݈݋ݏ ݂݋ /

 :[݊݋݅ݐݑ݈݋ݏ ݂݋ ܮ 

 

ܥ݀
ݐ݀

= − 
௖ߩ 3  ݇௏

1 − ߴ
ଶߤ) ଴ܩ  +  ଷ) (2.22)ߤ ߛ

 

where  ߩ௖ is the crystal density. 

The set of differential-algebraic equations described above defines the 

model of the batch crystallizer. The output model vector ݕ = , ෤଴ߤ } , ෤ଵߤ , ෤ଶߤ , ෤ଷߤ  { ሚܥ

is defined based on the variables measured during the crystallization experiments. 

The accent ~ represents the normalized variables. The output variables and model 

equations were normalized due to the differences in their orders of magnitude 

The following normalization of variables ߤ଴, ,ଵߤ ,ଶߤ  ,was adopted ܥ ଷ, andߤ

inspired on the proposition by Secchi and Pereira102, to obtain the normalized 

variables ߤ෤଴, ,෤ଶߤ ,෤ଷߤ  :ሚܥ ෤ସ, andߤ

 

෤௝ߤ =
ln൫ߤ௝൯

12 + 2݆
        ,        ݆ = 0, 1, 2, 3 (2.23) 

 

ሚܥ =
ܥ

௧ୀ଴ܥ
 (2.24) 

 

Eq. 2.23 and Eq.2.24 provided measured variables with the same order of 

magnitude for all sampling times in all experiments. To obtain the normalized 
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calculated outputs, the model equations in Eq. 2.16-19 and Eq. 2.22 also had the 

proper normalization performed, applying the chain rule to express the ODEs for 

the new normalized variables. 

Numerical integration of the model was carried out by the integrator code 

DASSLC v3.9103. The temperature history of each experiment was as an input 

variable for the parameter estimation problem, using linear interpolation for each 

time step to perform the numerical integration. 

 

2.3.2 Parameter estimation 

The model parameter vector ࣂ = {݇௕, ,஺௕ܧ ܾ, ,ߚ ݇௚, ,஺௚ܧ ݃, ,ߛ ݇௏} was 

determined by minimizing the objective function Ω(ߠ) in Eq. 2.25 given by 

 

Ω(ࣂ) = ෍ ෍ ෍ ቀݕො௜൫ݐ௞,௘൯ − ;௞,௘ݐ௜൫ݕ ൯ቁߠ
ଶ

ே೤

௜ୀଵ

௄೐

௞ୀଵ

ே೐

௘ୀଵ

 (2.25) 

 

where ݐ௞,௘ represents the kth discrete (sampling) time point in the calibration 

experiment e; ܭ௘ is the number of time instants in experiment e; ௘ܰ represents 

the number of calibration experiments; ௬ܰ represents the number of measured 

variables; and ݕො௜ and ݕ௜ denotes the measured and predicted variables, 

respectively. The parameter estimation procedure was performed in MATLAB 

R2022a. First, the optimization problem was solved by a particle swarm 

optimization (PSO) algorithm104 in series with the Nelder-Mead method (Flexible 

Polyhedron method)105. The tuning parameters of the PSO were: 15 generations,  

population size of 200, local and global search parameter of 1.5, and inertial factor 

of 0.8. The solution was then refined using the automatic parameter selection and 

estimation algorithm SELEST proposed by Secchi et al.106. This algorithm ensures 

a well-conditioned estimation problem of the identifiable parameters by selecting 

the more significant and less correlated ones. 

 In order to obtain the confidence intervals and confidence regions of the 
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parameters, the measurement variance ࢂ௬ must be known. The residual variance 

between experimental data and predicted values ݏோ
ଶ is given by: 

ோݏ
ଶ =

Ω൫ࣂ෡൯
ܰ − ܲ

 (2.26) 

where ܰ = ௬ܰ ∑ ௘ܭ
ே೐
௘ୀଵ  is the number of all measured data, and P is the number 

of parameters (size of vector ࣂ). The residual variance ݏோ
ଶ in Eq. 2.26 was assumed 

to be an estimator to the measurement variance, i.e., ࢂ௬ ≈ ோݏ
ଶࡵ. This 

approximation is valid when comparing the measurement variance for the 3 

experiments (Exp4, Exp5, and Exp6) that represent replications (details in 

Section 2.6.3). The parameter covariance matrix ࢂఏ (ܲ × ܲ) is then given by107,108 

 

ఏࢂ = ோݏ
ଶ(࡮்࡮)ିଵ (2.27) 

 

where ࡮ is the sensitivity matrix of dimension (ܰ × ܲ). The matrix ࡮ was 

obtained as a block matrix with ௘ܰ sensitivity matrices ࢋ࡮ of dimension 

௘ܭ) ௬ܰ × ܲ). 

 

࡮ = ൦
૚࡮

૛࡮

⋮
ࢋࡺ࡮

൪  (2.28) 

 

ࢋ࡮ =
௘߲࢟

ࣂ߲
 (2.29) 

 

where ࢟௘ is the vector that contains all k discrete time points of all measured 

variables for a calibration experiment ݁: 

 

௘࢟ = , ଵ,௞ݕ} ,ଶ,௞ݕ … , ݇  ,{ே೤,௞ݕ = 1, 2, … ,  ௘. (2.30)ܭ
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The sensitivity matrix ࡮ was approximated by central finite differences. 

Such simplification allows rewriting the hyper-ellipsoid-like confidence region of 

the parameters related to the least-square objective function Ω(ࣂ)108 

 

൫ࣂ − ࣂ൫ (࡮்࡮) ෡൯்ࣂ − ෡൯ࣂ ≤ ோݏ
ଶ ܲ

ܰ − ܲ
௉,ேି௉ܨ 

ଵିఈ  (2.31) 

 

where ܨ௉,ேି௉
ଵିఈ  is the upper critical value of the F-distribution with significance 

level ߙ = 0.05 (confidence intervals of 95%), and ܲ and ܰ − ܲ are the number of 

parameters and the degrees of freedom, respectively.  

The parameter correlation matrix ࣂࡾ (ܲ × ܲ) was calculated from ࢂఏ. The 

element of ݎ ,ࣂࡾ௜௝, is related to the element of ࢂఏ, ݒ௜௝ , as 

 

௜௝ݎ =
௜௝ݒ

ඥݒ௜௜ ݒ௝௝
 (2.32) 

 

The approximate confidence intervals of the parameter ߠ௜ (݅ = 1, 2, … , ܲ) 

were determined using the t-test: 

 

෠௜ߠ − >  ௜௜ݒఈ/ଶ,(ேି௉) ඥݐ ௜ߠ < ෠௜ߠ −  ௜௜  (2.33)ݒఈ/ଶ,(ேି௉) ඥݐ

 

The hyper-ellipsoid confidence region (Eq. 2.31) consist of an 

approximation of the true confidence region, which is only exact for linear model 

parameters109. Therefore, to obtain better accurate confidence regions to the 

nonlinear model parameters, the true confidence region was determined in this 

work as 

 

Ω(ࣂ) ≤ Ω൫ࣂ෡൯ ൬1 +
ܲ

ܰ − ܲ
௉,ேି௉ܨ 

ଵିఈ ൰ (2.34) 
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also using ߙ = 0.05. The nonlinear confidence region was then determined using a 

more exploratory particle swarm optimization algorithm. In this case, due to the 

high computational cost to construct the true confidence region, successive passes 

using the tuning parameters of 1000 generations and a population of 500. were 

performed until convergence of the shape of the confidence region, which was 

evaluated by analyzing plots of pairs of parameters. 

 

2.4 Results and Discussion 

 

2.4.1 Crystal shape investigation 

During the experiments, measurements of two lengths ݀ிశ and ݀ிష are 

performed, as discussed in Section 2.2.3. Thus, we preliminarily investigated crystal 

morphology using these two variables. 

The aspect ratio, defined by ܴܣ = ݀ிష/݀ிశ, can represent the crystals' shape. 

Its distribution was monitored during each experiment. We observed that the 

distributions of ܴܣ was invariant with time, with significant values for ܴܣ around 

0.445 (≈ 15%) and 0.705 (≈ 40%). These two more expressive values for AR can be 

explained by the different spatial orientations of the crystals when measured in the 

analyzer's flow cell. Similar behavior was observed when comparing the profile 

between the experiments (Figure 2.6), indicating that, under the studied conditions, 

the population of K2SO4 crystals presents a similar shape in the face of nucleation 

and growth phenomena. Figure 2.6 shows the AR distributions for the experiments 

Exp1, Exp5, and Exp10 (chosen in different time instants). The AR profiles are pretty 

similar, even for the lowest percentages shown in the inner frame of Figure 2.6. 

In this way, the modeling that considers only one length to characterize the 

crystals is adequate for the case of K2SO4 in the performed experimental conditions. 

The result obtained in this work indicates that, for the evaluated experimental 

conditions, the crystal growth rate in different directions is quite similar, being 

possible to use one characteristic length as an internal variable of the PBM. 
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Figure 2.6 - Aspect ratio (ܴܣ) distribution for Exp1 (blue), Exp5 (red), and 
Exp10 (yellow). 

 

2.4.2 Parameter estimation of the PBM 

Using model structure presented in Section 2. 3.1, the hybrid procedure for 

parameter estimation proved to be efficient. The minimum value of the objective 

 was improved throughout the series of the optimization algorithms: 0.1270 (෡ࣂ)ߗ

for the PSO, 0.1019 for the Nelder-Mead method, and 0.1013 for the SELEST. 

Notably, the low values found also reflect the effect of normalization on the output 

values. Regarding SELEST, all parameters were considered identifiable and, thus, 

re-estimated. The numerical procedure ranked the parameters based on two 

identifiability criteria: the influence of the parameters on the predictions and the 

influence of the parameters among themselves. The selection order found was 

{ܾ > ݃ > ߚ > ݇௕ > ݇௏ > ݇௚ > ߛ > ஺௕ܧ >  ஺௚}. Thus, using the SELESTܧ

algorithm corroborates the good identifiability of the parameters by meeting the 

prediction quality criteria and the non-correlation for most of them. 

Table 2.4 presents the estimated parameters and the 95% confidence 

intervals determined by Eq. 2.33. 
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Table 2.4 - Estimated parameters and the respective meaning and confidence 
intervals 

Parameter Meaning Value 95% CI 

݇௕ 
nucleation rate constant 

[(݉݅݊ ∙ ܿ݉ଷ )ିଵ(ܮ/g)௕(ܿ݉ଷ/݉ߤଷ)ఉ] 
0.9341 ± 0.0192 

 ܴ/஺௕ܧ
nucleation activation energy 

 [ܭ]
6.8740 ×103 ± 7.6237 

ܾ 
nucleation supersaturation exponent 

[−] 
0.8361 ± 0.0200 

 ߚ
nucleation third moment exponent 

[−] 
1.3728 ± 8.0329 ×10-4 

݇௚ 
growth rate constant 

 [௚(g/ܮ)( ݊݅݉/݉ߤ)]
3.7792×105 ± 1.6474×105 

 ܴ/஺௚ܧ
growth activation energy 

 [ܭ]
4.8654 ×103 ± 138.7787 

݃ 
growth supersaturation exponent 

[−] 
1.6228 ± 0.0354 

 ߛ
size-dependent growth constant 

 [݉ߤ/1]
2.3895×10-3 ± 7.6281×10-5 

݇௏ 
volume shape factor 

[−] 
1.3486 ± 0.1303 

 

This parameter uncertainty analysis is limited only under the evaluation 

of confidence intervals. For this reason, the parameter correlation matrix and the 

confidence regions were also presented in this work. The confidence regions 

delimited by hyper-ellipsoid (Eq. 2.31) are still a linear approximation for the 

model parameters. Even so, they present additional relevant information for the 

correlation between the parameters, indicated by the slope of the ellipses. Figure 

2.7 shows the parameter correlation matrix, presenting a low correlation among 
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most of the pair of parameters, which is also evidenced by the shape of the ellipses 

in Figure 2.8 and 9 (orange line). The activation energies ܧ஺,௚ and ܧ஺,௕ show a 

strong correlation with the parameters ݇௚ and ݇௕, respectively, which is a well-

known behavior due to the structure of the Arrhenius equation. On the other 

hand, the activation energy ܧ஺,௕ shows a low correlation with the other 

parameters, which is illustrated by some of the ellipses in Figure 2.8. 

 

 

Figure 2.7 - Parameter correlation matrix 

 

The confidence regions for non-linear models in the parameters are 

presented in Figure 2.8 and 9 by the regions delimited by the high density of 

points obtained using the exploratory PSO. For the construction of the regions, 

four successive passes in the algorithm were necessary for convergence, and a total 

of 468,513 particles composed the confidence regions for the established cutoff 

criterion. With such regions, an adequate description of the estimated parameters 
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that describe the experimental data can be acquired, highlighted by the significant 

difference compared to the elliptical approximations for some cases. 

Analyzing the regions delimited by pairs of parameters, some behaviors are 

discussed. First, the strong correlations between the pairs ܧ஺,௚-݇௚ and ܧ஺,௚-ߛ are 

not observed for the respective true confidence regions in Figure 2.9. For the pair 

 it is worth noting that the range delimited by both regions is close, differing ,ߛ-஺,௚ܧ

by the observed inclination for the ellipse. In particular, the regions involving the 

parameter ܧ஺,௚ are overestimated when using the approximated approach. 

In general, the true confidence regions showed the non-correlation between 

the estimated parameters, except, curiously, for the pair ܧ஺,௕-ߚ. This pair, as 

evidenced by the underestimation of the region delimited by the ellipse, showed 

no evident correlation for the approximation of linear model parameters. Notably, 

the activation energies ܧ஺,௕ and ܧ஺,௚  were the last parameters selected by 

SELEST. 

It is clear, therefore, that the evaluation of the trust region through Eq. 2. 

29, although computationally expensive, offers advantages over the linear 

approximation. Notably, the estimation of activation energies provided a more 

significant discrepancy between the two approaches. 
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Figure 2.8 - Some confidence regions of pair of parameters: for ݇௕ (first row), 
 ,஺௕ (second row), and ܾ (third row). The ellipse approximations are in orangeܧ

and the true confidence region points in blue. 
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Figure 2.9 - Some confidence regions of pair of parameters: for ܧ஺௚ (first row), 
݃ (second row), and ݇௏  (third row). The ellipse approximations are in orange, 

and the true confidence regions points  in blue. 

 

Figure 2.10 shows the temperature profiles (inputs in the parameter 

estimation problem) and the comparison between the experimental data and the 

predicted values over time for the different batches. The good prediction of the 

model can be evidenced for all the experiments used in the calibration. 
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Figure 2.10 - Experimental temperature policies performed and comparison 
between the experimental data and the fitted model values of ߤ଴, ,ଵߤ ,ଶߤ  ଷ, andߤ

 .for the calibration experiments ܥ

 

In this regard, the adopted approach that the residual variance between 

experimental data and predicted values was used to approximate the 

measurement variance to overcome the lack of a complete measurement variance 
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was relevant. The value of the residual variance found after estimation by 

SELEST, ݏோ
ଶ = 8.5428 × 10ିହ, presents a good approximation of the value of the 

measurement variance (Figure 2.11) for the experiments in triplicate. Figure 2.11 

presents the value of measurement variance for all sampling times for the 

triplicates Exp4, Exp5, and Exp6, considering all variables in normalized form. 

The time average for the measurement variance for all points in Figure 2.11 is 

5.7747 × 10ିହ, a value close to the ݏோ
ଶ found. 

. 

 

 

Figure 2.11 - Measurement variances of the normalized variables ߤ෤଴, ,෤ଵߤ ,෤ଶߤ  ,෤ଷߤ
and ܥሚ along over time for the triplicate batch experiments Exp4, Exp5, and 

Exp6. 
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Figure 2.12 - Experimental temperature policies performed and comparison 
between the experimental data and the fitted model values of ߤ଴, ,ଵߤ ,ଶߤ  ଷ, andߤ

 .for the validation experiments ܥ

 

Figure 2.12 compares the experimental and predicted values over time for 

experiments not used in parameter estimation, i.e., validation experiments. The 

result shows the validation of the predictive model. 
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The results showed the size-dependent growth rate expression used (Eq. 

2.10) for K2SO4 in water is adequate for the analyzed conditions. 

 

2.5 Conclusions 

We performed experiments for batch crystallization of potassium sulfate in 

water using dynamic image analysis data to obtain the solid phase information. 

A phenomenological model was developed considering the crystals' nucleation and 

size-dependent linear growth rate. Experimental data from calibration 

experiments were used to process the data from dynamic image analysis for the 

crystal phase information to estimate the model parameters. The expression for 

growth rate with a linear dependence on the size of the crystals proved to be 

adequate for the evaluated experiments, allowing a good correlation for 

experiments in which there are small crystals. 

In addition to the confidence interval representation for the parametric 

uncertainty, the confidence regions were obtained by an exploratory particle 

swarm algorithm and compared with the approximate ellipsoid regions, 

highlighting the difference between the approaches when dealing with nonlinear 

models, as in the present case. The estimated parameters showed mostly low 

correlation and narrow confidence regions. The estimation of the parameters 

adopting three optimization algorithms in series made it possible to refine the 

optimal solution and have the parameters' selection order by identifiability 

analysis. The values observed for the measurement variance of replications and 

the residual variance were close, which made it possible to confirm the hypothesis 

used, often adopted without proper checking in the literature. 

The developed model underlines the potential of using real-time image 

analysis in an ex-situ sampling loop. The good prediction of the experimental 

data, both in the calibration and validation experiments, enabled using a digital 

twin model for the studied process. 
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Chapter 3 

Model-Based Optimal Control of 

Supersaturation, Size, and Shape 

in Crystallization Processes 
 

The chapter presents different studies carried out to control batch 

crystallization processes. Section 3.1 presents the experimental results of open-

loop control of supersaturation for K2SO4 in water using the apparatus and model 

in Chapter 2. Section 3.3 discusses the use of neural networks for the 

crystallization of K2SO4 presented  in Chapter 2, comparing the predictive control 

strategies using the phenomenological model presented in Chapter 2 (BP-NMPC) 

and a recurrent neural network, Echo State Network (ESN-NMPC), based on this 

model. Section 3.3 extends the control study to the crystallization of KDP, 

presenting the results of the modeling and control simulations investigated.  

This chapter was mainly adapted from the following published works: 

i.  Moraes, M. G. F.; Secchi, A. R.; Lage, P. L. C.; Souza Jr., M. B. Controle 

Ótimo da Supersaturação em Processos de Cristalização com Análise de Imagens. 

In: XXIII Congresso Brasileiro de Engenharia Química, 2021, Gramado. COBEQ 

2021, 2021.v. 1. p. 1-4. 
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ii.  de Moraes, Marcellus G.F.; Grover, Martha A.; de Souza, Maurício B.; Lage, 

Paulo L.C.; Secchi, Argimiro R. Optimal Control of Crystal Size and Shape in 

Batch Crystallization Using a Bivariate Population Balance Modeling. IFAC-

PAPERSONLINE, v. 54, p. 653-660, 2021. 

The application of recurrent neural network to crystal size control was 

adapted from the following paper recently submitted to Industrial & Engineering 

Chemistry Research: 

iii. de Moraes, M. G. F.; Lima, F. A. R. D; Lage, P. L. C.; de Souza Jr., M. B.; 

Barreto Jr., A. G; Secchi, A. R. Modeling and Predictive Control of Cooling 

Crystallization by Dynamic Image Analysis: Combining Population Balance 

Model and Recurrent Neural Networks-Based Approaches. 

 

 

3.1 Open-loop supersaturation control in K2SO4 

Cooling Crystallization 

 

3.1.1 Introduction 

Supersaturation is one of the most important variables in crystallization 

processes, corresponding to the driving force of this process. Supersaturation 

control is a widely used strategy in crystallization processes, used to balance the 

simultaneous occurrence of crystal growth and primary or secondary nucleation, 

thus reflecting on better achievement of the specification of the crystals to be 

produced.  

The supersaturation control was obtained by applying the optimal 

temperature policy obtained from the process model for cooling-batch 

crystallization in an open-loop, adjusted with data from image analysis. The 

predicted and experimentally realized temperatures for three different 

supersaturation levels are presented for the crystallization of potassium sulfate. 
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The maintenance of these levels was achieved for the cases studied, and 

experimental values were also obtained for the average particle size in good 

agreement with the predicted ones, indicating good adequacy of the model for the 

control of supersaturation and its influence on the size of the crystals. 

For supersaturation control, the predictive model proposed in Chapter 2 

was solved to provide the temperature policy that should be implemented 

experimentally. The analysis of images by video microscopy was used to monitor 

the solid phase during the experiments carried out, with the interpretation of data 

being facilitated and the most accurate measurements possible to be obtained 

with this technique. Thus, the optimal control of supersaturation was 

experimentally carried out for the crystallization of potassium sulfate. 

 

3.1.2 Methodology 

The experiments were carried out in the same experimental setup describe 

in Section 2.2. The set of ODEs is solved to obtain the temperature policy to be 

implemented. The supersaturation Δܥ = ܥ −  ,.௦ is wanted to be constant, i.eܥ

(Δܥ)/݀ݐ = 0. As ܥ௦ =  :(ܶ)௦ܥ

 

dܥ
ݐ݀

=
dܥ௦

ݐ݀
=

dܥ௦

݀ܶ
 
dܶ
ݐ݀

 (3.1) 

 

where ܥ௦ is a polynomial of the form ܥ௦(ܶ) = ଶܶ ܣ + ܶ ܤ +  implying ,(Eq. 2.12) ܥ

that 

 

݀ܶ
ݐ݀

=
1

ܶܣ 2) + (ܤ
dܥ
ݐ݀

  (3.2) 

 

Eq. 3.2 is used with the process model to obtain the temperature policies 

to control supersaturation. Three different levels of supersaturation were defined 



43 
 

for a final batch time of 60 minutes, as shown in Table 1. Seeds with an average 

size of 170 µm, produced in a previous test, were used. The same initial 

concentration of K2SO4 (ܥ଴ = 0.1586 ݃/ܿ݉ଷ) was adopted in all experiments. 

 
Table 3.1 - Variables' levels used in the experiments of supersaturation control 

Supersaturation (g/cm3) 1.135 × 10ିଶ 2.909 × 10ିଶ 4.742 × 10ିଶ 

Initial Temperature (°C) 40 30 20 

 

 

3.1.3 Results and Discussion 

Figure 3.1 (left) shows the calculated temperature variation policies (solid 

lines) and the experimentally implemented (dotted lines) for the three desired 

supersaturation levels and the measured supersaturation levels (right). 

In Figure 3.1, the temperature policies carried out could correctly represent 

the transitions in the model, using the internal control of the experimental 

thermoregulator of the process. The supersaturation level was maintained, 

presenting minor errors compared to the desired set points. It is noticeable that 

for the case of a higher level of supersaturation, the deviations are more 

pronounced, which can be explained by the model having been extrapolated to 

this high level of supersaturation. 
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Figure 3.1 - Temperature policies (left) and the respective measured 

supersaturation (right). 
 

Figure 3.2 shows the evolution of the number-average crystal size (ܮത௡) for 

the three different levels of supersaturation. For each sampling time interval, the 

measured particles passing through the cell were randomly divided into four 

groups. The circles in Figure 2 represent the mean values for ܮത௡. Standard 

deviations were calculated from the mean values for each group. For a confidence 

level of 95% and a degree of freedom equal to 3,  the data were considered 

normally distributed, following the t-distribution for computing the errors, 

represented by the bars in Figure 3.2. 
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Figure 3.2 - Number-average characteristic size ܮത௡ for open-loop supersaturation 

control: experimental points (circles) and predicted values (solid line). 

 
It is observed in Figure 3.2 that the experimental values follow the trend 

predicted by the model for ܮത௡, which is better evidenced considering the 

experimental error presented. The observed variations can be attributed to 

modeling errors, measurement errors, and the open-loop control strategy, which 

is susceptible to the significant influence of disturbances. 

 

3.1.4 Conclusions 

The model developed in Chapter 2 proved adequate for the optimal control 

of supersaturation for the crystallization of potassium sulfate in cooling batches. 

The influence on the crystal size was also investigated, showing good prediction 

of values over time for the experiments carried out. 

 

3.2 Neural Network-based Predictive Control of 

Crystal Size in K2SO4 Cooling Crystallization 

 

3.2.1 Neural Networks and Echo State Network 

The neural networks can be classified into two kinds depending on how the 

data flows through the network: the feedforward and the feedback network. In 

the first one, the information entering the network always goes to the next layer, 

never returning to the previous one. The structure of the feedforward network 
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(Figure 3.3a) is composed of an input layer, an output layer, and one or more 

hidden layers110. The multilayer perceptron (MLP) is a feedforward network and 

is the most applied in the literature because of its simplicity111. 

The feedback network presents a different structure from the previous type 

(Figure 3.3b), composed of a hidden state and a feedback loop of hidden states112. 

This feedback loop introduces previous information to the current state and uses 

it to update the current hidden state113. This structure allows the network to 

simulate time series and predict dynamic behaviors114. The feedback network is 

also known as a recurrent neural network (RNN).   

 

 

Figure 3.3 - Typical structure of: a) a feedforward network; b) a feedback 
network. 

For the RNNs, the gradient update of the model parameters that minimize 

the loss function is calculated using a backpropagation through time (BPTT) 

algorithm. This method calculates and saves the difference between the target 

and the output for each past time step. Then, the weight gradient updates are 

calculated as the network is feedback115. However, RNNs trained with this 

algorithm can present vanishing or explosion to infinity gradient issues116, 

introducing a necessity to improve this algorithm and create new structures of 

RNN, such as the echo state network (ESN)112. 
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The ESN comprises an input layer, a dynamical reservoir, and an output 

layer, as shown in Figure 3.4, in which ܹ represents the weight vectors for each 

layer117. First, the network inputs are fed into the input layer and then sent to 

the reservoir layer. The reservoir layer is the recurrent part, where the outputs of 

the reservoir and output layers are feedback118. Moreover, the weights of the 

reservoir layer were not obtained by the training step but are randomly fixed, 

avoiding local minimum problems119. Equation 3.3 represents the mathematical 

modeling of the reservoir layer120. Therefore, ݑ,  are the input, state and ݕ and ݔ

output vectors at time ݇; ܹ is the weight vector for each layer as represented in 

Figure 3.4; ݂ is the activation function, usually, a hyperbolic tangent; ߮ is known 

as the leak rate, and is the complementary percentage of a current state ݔ(݇) that 

is transferred into the next state ݔ(݇ + 1). 

 

݇) ݔ + 1) = (1 − (݇)ݔ(߮ +  ݂߮ ቀ ௨ܹ௫ݑ(݇) +  ௫ܹݔ(݇) +  ௬ܹ௫ݕ(݇)ቁ (3.3) 

 

 

Figure 3.4 - Structure of an ESN. 

 

The results of the reservoir layer are sent to the output layer in order to 

calculate the expected responses. The mathematical modeling of the output layer 

is given by 
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݇)ݕ  + 1) =  ௛ܹ௬ ݔ(݇ + 1) (3.4) 

 

The neural network models developed in this study were based on the ESN. 

Therefore, four different networks were developed to predict the moments’ values 

in the future, and the inputs and outputs of each network are presented in Table 

3.2, where ݇  indicates the timestep. The ESNs were implemented using the library 

pyESN developed by Korndörfer121, and all hyperparameters chosen for the neural 

networks were defined by trial and error. The ESNs were initially defined using a 

reservoir layer with 10 neurons, a random state of one, a noise value of 0.01, and 

a linear activation function for the output recurrence and the output layer. Then, 

the hyperparameters were changed in order to achieve the R2 values close to one 

for the test samples. This procedure was carried out to predict one sampling time 

forward for all moments. 

 

Table 3.2 - Inputs and outputs of the developed neural networks 

Neural Network Inputs Outputs 

ESN 1 ߤ଴(݇), ݇)଴ߤ (݇)ܶ + 1), … , ݇)଴ߤ + ݊) 

ESN 2 ߤ଴(݇), ,(݇)ଵߤ ݇)ଵߤ (݇)ܶ + 1), … , ݇)ଵߤ + ݊) 

ESN 3 ߤଵ(݇), ,(݇)ଶߤ ݇)ଶߤ (݇)ܶ + 1), … , ݇)ଶߤ + ݊) 

ESN 4 ߤଶ(݇), ,(݇)ଷߤ ݇)ଷߤ (݇)ܶ + 1), … , ݇)ଷߤ + ݊) 

 

In order to obtain the surrogate model using ESNs, the training dataset 

was defined using the co-teaching learning algorithm. This strategy takes 

advantage of noisy-free data, using a dataset composed of noisy-free and noisy 

data122. In particular, the current work applies a symmetric co-teaching algorithm, 

which uses a mixed dataset containing noisy and noise-free data. Initially, a mini-
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batch is chosen from the original dataset at each epoch. Then, each model 

analyzes its data sequences and produces a small dataset containing all the data 

with a low error function value. This new dataset is sent to the peer network, and 

this process is repeated until the end of the training epochs123. 

The training set comprised of one experimental batch and simulated data, 

representing a 200 min batch crystallization. Only one experiment was chosen for 

the training dataset because the dataset has to be ordered according to the time 

process, and each batch is a different time series. The simulated data was 

generated by applying the phenomenological model presented in Chapter 2. This 

way, the validated PBM was used with the machine learning model in the training 

phase using coteaching. We chose experiment Exp4 because it has the largest 

number of experimental points with the initial conditions listed in Table 3.3. 

 

Table 3.3 - Initial condition of Exp4 

 (ଷ݉ܿ/݉ߤ) ଵߤ ଴ (1/ܿ݉ଷ)ߤ (ܥ°) ܶ
/ଶ݉ߤ) ଶߤ

ܿ݉ଷ) 

/ଷ݉ߤ) ଷߤ

ܿ݉ଷ) 
 (ଷ݉ܿ/݃) ܥ

39.38 1559.23  21237.53 1847000.97 234067271.73 0.1605 

 

The training dataset can be divided into three parts according to the 

temperature behavior. The first occurs from the initial moment until 81.23 min. 

It comprises a mixture of 61 experimental and 2000 simulated data lines, each 

with the temperature values and the four moments at a given sampling time. This 

first part of the dataset represents what happens with the moments when the 

vessel is cooled from 40°C to 20°C. The second part appears from 81.23 min until 

141.23 min, composed of 2000 simulated data lines, for which the temperature is 

kept at 20°C. This second part was designed for the network to learn what 

happens when the temperature is maintained constant. Finally, the last part 

occurs from 141.23 min until the end of the batch and is composed of 2000 
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simulated data lines. This last part was designed for the network to learn the 

moments' behavior from 20 to 0°C. 

The test dataset was also composed of simulated and experimental data, 

but a different approach from the training dataset was used. The nine remaining 

batches (Exp1, Exp2, Exp3, Exp5, Exp6, Exp7, Exp8, Exp9, Exp10) and three 

new simulation runs were used to compose the test dataset. Unlike the training 

dataset, the test did not mix the 418 experimental and the 3000 simulated data 

lines for the analysis. The simulation runs are named Simu1, Simu2, and Simu3. 

Each experiment and simulation was studied apart. 

Each simulation run of the test dataset is composed of results for pre-

defined batch temperature profiles and departs from different initial conditions 

according to the experiments. The temperature profiles for each simulation were 

defined by linear regression according to the experimental values. The conditions 

applied for the three simulations are shown in Table 3.4. 

 

Table 3.4 - Conditions used for the three simulation runs. 

Conditions Simu1 Simu2 Simu3 

Initial ܶ (°C) 40.00 39.99 29.99 

Initial ߤ଴ (1/ܿ݉ଷ) 1468.51 1534.31 23013.90 

Initial ߤଵ (݉ߤ/ܿ݉ଷ) 22775.44 20715.19 193974.30 

Initial ߤଶ ( ݉ߤଶ/ܿ݉ଷ) 1621714.42 1676956.24 2879288.76 

Initial ߤଷ (݉ߤଷ/ܿ݉ଷ) 239513860.62 223640524.96 101115869.96 

Initial ܥ (݃/ܿ݉ଷ) 0.1578 0.1579 0.1423 

Batch Time (min) 75.00 75.00 75.00 

Final Temperature (°C) 40.00 20.00 15.00 
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3.2.2 Nonlinear Model Predictive Controller 

Model predictive control (MPC) consists of an approach that applies an 

internal model of the process to predict the system’s behavior and account for 

this information for the application of the control action124. In this controller, the 

model is initially fed with the past inputs and outputs and the future inputs given 

by the optimizer. Therefore, the model uses this information to predict future 

output variables values. The predictions are compared to a reference trajectory, 

and the future errors are calculated125. The optimizer minimizes the objective 

function obtained based on the calculated errors and considers the process 

constraints. The optimizer obtains the future control actions, which the model 

uses, and the first control action is applied to the process. 

The controlled variables chosen for the optimization problem were the 

coefficient of variation (ܸܥ) and the number-average crystal size (ܮത௡), which can 

be calculated by Eq. 3.5 and Eq. 3.6, respectively.  

 

ܸܥ =  ඨ
଴ߤଶߤ

ଵߤ
ଶ − 1 (3.5) 

 

ത௡ܮ =  
ଵߤ

଴ߤ
 (3.6) 

 

The temperature was the input variable because it was the only 

manipulated variable available. The NMPC goal is to minimize the process 

performance index ܬ, the objective function of the problem shown in Eq. 3.7  

 

ܬ =   ෍ ݇)ܸܥ]ߜ + ݆) ݇)ோ்ܸܥ − + ݆)]ଶ
ு

௝ୀଵ

+  ቂܮത௡(݇ + ݆) − ത௡ܮ 
ோ்(݇ + ݆)ቃ

ଶ
+  [∆ݑ(݇)]ଶ (3.7) 
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where the parameters ߜ and  are the weights of the outputs, and the parameter 

 is the weight of the increment input; the superscript ܴܶ indicates reference 

trajectory. The parameters ߜ, and  were defined by trial and error, testing 

which parameters return answers with smaller offsets for the first trajectory 

studied. The input increment is defined by ∆ܪ  .(݇)ݑ is the prediction horizon 

defined by analyzing the neural network’s performance. The control horizon was 

defined as one. 

The optimization constraints are given by Eq. 3.8 and Eq. 3.9, where ܥ is 

the solute concentration, and ܥ௦ is the solute equilibrium concentration (Eq. 2.12). 

The process temperature was restricted to the range of 0 to 40 °C because it was 

the range applied in the training dataset. The constraint defined by Eq. 3.8 was 

defined to avoid sudden changes in temperature. Also, the constraint indicated 

by Eq. 3.9 was necessary because the phenomenological model was developed in 

supersaturation conditions for nucleation and growth. 

−1 °C ≤ (݇)ݑ∆ ≤ 1 °C   (3.8) 

 

(݇)ܥ
(݇)ௌܥ  ≥ 1  (3.9) 

 

First, an NMPC controller was proposed using the developed ESNs as its 

internal model, called ESN-NMPC. In the control loop, the variables ߤ଴, ߤଵ, ߤଶ, 

 ଷ, and C are measured at each sampling time. These measurements come fromߤ

the PBM which represents here the real process. These results for moments are 

input for the four neural network models, which are the internal models for the 

controller. Then, an iterative procedure is carried out in which the network 

predicts the moment values several steps ahead using the given future 

temperature values. The neural network outputs are compared to the desired 

reference trajectory, composing the objective function. The optimizer applies the 
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Successive Quadratic Programming (SQP) algorithm to achieve the optimum 

temperature value for the control action. After convergence, the first control 

action is implemented. All cases were simulated for crystallization processes 

ending with 60 minutes in Python. The initial and final conditions of the 

simulations were based on Experiment 1 presented in the test dataset. The 

optimization problem was solved using the function minimize from the SciPy 

library126. The tolerances used in this optimizer were 10-10 for the absolute 

accuracy and 10-8 for the relative accuracy. 

The performance of the ESN-NMPC was compared to an NMPC that uses 

the PBM as its internal model. Therefore, this controller was called PB-NMPC. 

The PB-NMPC was developed in Python using the Casadi library127. The control 

loop and the initial conditions were similar to the previous case. The optimization 

problem was solved using the IPOPT (Interior Point Optimizer) approach, 

defining a tolerance of 10ି଼. 

The controllers’ performance was tested for three different set points. The 

first set-point chosen was ܮത௡ = 15 ݉ߤ, and ܸܥ = 1.05, selected to study the 

controllers’ performance in maintaining the crystal size close to the initial 

condition. Then, the controllers’ performance was tested for maintaining the 

crystal size higher than the initial condition, defining a set point of ܮത௡ =  ݉ߤ 16.5

and ܸܥ = 1.0. The final set point was selected to see the controllers’ behavior for 

a crystal size smaller than the initial one, choosing a set point of ܮത௡ =  and ݉ߤ 11

ܸܥ = 1.2. 

 

3.2.3 Results and Discussion 

The hyperparameters chosen for all networks were the same due to the R2 

values near one for predictions one step forward for all train samples. Therefore, 

the four ESNs were designed to contain a single reservoir layer with 50 neurons, 

defining a noise value of 0.5 and a random state equal to 1.0. Also, the R2 values 

were higher than 0.9 for all test samples and predictions one sampling time ahead. 
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The results for these networks are illustrated in Figure 3.5, where it is clear that 

the points are close to the black lines. This observation demonstrates that the 

proposed model can efficiently predict the moments one sampling time forward. 

 

 

Figure 3.5 - Echo state networks performance for the moments' prediction one 
sampling time ahead, each color of dots representing the networks: blue for ESN 

1, red for ESN 2, green for ESN 3, and gray for ESN 4. 

 

The performance of the networks was tested for larger prediction horizons, 

making predictions of the moments two and five steps ahead. The results of this 

analysis are shown in Figure 3.6, presenting R2 values higher than 0.7 for all 

networks, with a reasonable performance of the proposed approach. While 



55 
 

analyzing Figure 3.6, it is evident that the neural networks’ performance 

deteriorates with the increase of the prediction horizon. The R2 values are higher 

than 0.9 for predictions two steps ahead. The proposed approach did not present 

acceptable results for predictions higher than five steps compared to the current 

cases. The five-steps forward ESNs showed good prediction efficiency and were 

chosen as the surrogate model. This model was used as the internal model of the 

proposed NMPC to test the effectiveness of this approach with the PBM as the 

real process. 

 

 

Figure 3.6 - ܴଶ values considering the four echo state networks predicting the 
moments two and five steps forward. 

 

As shown in Eq. 3.7, we tuned the ߜ, , and  parameters to 55, 10, and 

0.002 for both controllers. Moreover, we used a control horizon of 1 and a 

prediction horizon of 5 in both cases. The results for all set points are shown in 

Figure 3.7. The controllers presented efficient performances for maintaining the 

controlled variables in their respective set points. For the ܸܥ, the ESN-NMPC 

presented an undershooting before reaching the trajectories in all cases, while the 

PB-NMPC just presented this behavior for the third case. However, both 

controllers could efficiently achieve the desired ܸܥ in all cases, being the PB-

NMPC smoother in the trajectories. Considering the controlled variable ܮത௡, the 

controllers’ responses presented oscillations before achieving the set points but all 
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the desired crystal sizes were efficiently reached. The behavior of the process 

temperature and the relative supersaturation ratio  ܥ(݇) ⁄(݇)ௌܥ  respected all the 

imposed constraints. Moreover, the ESN-NMPC presented comparable 

performance to the PB-NMPC in all cases, demonstrating the potential of the 

ESN-based approach. 

 

 

Figure 3.7 - Performance of the nonlinear model predictive controller based on 
population balance model (PB-NMPC) and the nonlinear model predictive 
controller based on echo state networks (ESN-NMPC) for the three cases of 

different set-points. Each column is a different scenario of set-points. 

 

Table 3.5 shows the mean squared error (MSE) values calculated for both 

control approaches and all set points. In all cases, the controller based on the 

phenomenological model presented smaller MSE values. For the controlled 

variable ܸܥ, the MSE values were smaller because the PB-NMPC reached the set 

points faster than the ESN-NMPC. Considering the controlled variable ܮ, the 

ESN-NMPC presents a peak before achieving the set points in all cases, which is 
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not observed in all cases of the PB-NMPC. However, the results presented in 

Table 3.5 are close for both approaches, demonstrating the good strategy 

developed using the ESN-NMPC. 

 

Table 3.5 - Mean squared error for both control approaches and all set-points. 

Set-point PB-NMPC ESN-NMPC 

ത௡ܮ =  1.9051 0.2856 ݉ߤ 15

ത௡ܮ =  2.9074 0.6317 ݉ߤ 16.5

ത௡ܮ =  8.4318 8.4324 ݉ߤ 11

ܸܥ = 1.05 0.0507 0.0510 

ܸܥ = 1.0 0.0542 0.0809 

ܸܥ = 1.2 0.0479 0.0481 

 

 

3.2.4 Conclusions 

The proposed surrogate models based on ESNs could efficiently predict the 

four moments of the population balance model for the potassium sulfate batch 

crystallization, one, two, and five steps forward. For predictions one and two steps 

forward, the four ESNs presented R2 values higher than 90% for all test samples. 

Considering the ESNs for predictions five steps forward, the performance of the 

networks was worse compared to shorter horizons, but the R2 values were higher 

than 70% for all cases. 

The developed ESNs were used as the internal model of an NMPC to 

maintain the coefficient of variation and the crystal's length in the desired values, 

manipulating the cooling temperature. The proposed NMPC could efficiently 

maintain the controlled variables in the desired set points. Moreover, the 

performance of the proposed NMPC was close to an NMPC based on the 

phenomenological model for the three set points. However, the NMPC based on 
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the phenomenological model presented lower MSE values in all cases. The benefits 

of using the developed surrogate neural network models for prediction and control 

can be highlighted since the ESNs are trained by applying a simple linear 

regression approach – also showing potential to be used in adaptative control 

schemes. At the same time, the phenomenological model needs more complex 

methods in the parameter estimation step. 

 

3.3 Optimal Control of Crystal Size and Shape in 

Batch Crystallization 

 

3.3.1 Introduction 

In addition to the concern with the particle size, modeling for the shape 

(crystal habit) may be necessary and of progressive use in the development of 

predictive modeling and control of crystallization processes. However, controlling 

the particle shape presents an additional difficulty, both from the point of view 

of the model design and the measurement of important variables during the 

process. The number of control studies related to crystal shape is yet limited49. 

For these cases, the use of multidimensional PBM, in turn, presents greater 

complexity, mainly due to the difficulty of experimental measurements of the size 

of the crystals in multiple directions combined with possible computational 

difficulties for their solution.  

The use of temperature cycling experiments (using growth-dissolution 

cycles) as a strategy to modify the crystal shape was studied in the past. Jiang et 

al. estimate both size-dependent growth and dissolution kinetics parameters in a 

2D-PBM solved using the method of characteristics128. In that study, the authors 

predicted the crystal shape for the monosodium glutamate. Eisenschmidt et al. 

developed an optimal control scheme based on the temperature cycling strategy, 

showing experimentally the efficiency of controlling the crystal shape through two 



59 
 

dimensions of crystals of potassium dihydrogen phosphate (KDP)46. The size-

independent growth and dissolution kinetics for KDP were previously estimated 

from experiments at constant supersaturation and undersaturation levels129. In 

that study, the authors defined a region in state space to track only the seed 

crystal evolution, thus disregarding nucleation and disappearance phenomena. 

Regarding crystal shape control, a simulation control study that evaluated 

the effects of optimal control policies and spatial variations on crystal shape was 

performed130. A 2D-PBM considering only growth phenomenon for the L-glutamic 

acid was developed and applied experimentally in closed-loop feedback control for 

experiments with different control targets131. Using this same approach and still 

taking into account only the phenomenon of crystal growth, optimal temperature 

control, and optimal supersaturation control were compared in terms of 

performance in achieving the shape control targets in a real crystallizer for the L-

glutamic acid48 

A simulation study applying a less complex size and shape control 

approach that does not need kinetic models for a crystallization process 

considering only growth proves efficient49. This model-free approach, called path 

following control (PFC) proved attractive compared with more complex schemes 

such as NMPC (Nonlinear Model Predictive Control) that require the availability 

of growth rates. The experimental validation of PFC as a suitable feedback control 

scheme for shape was obtained for the β L-glutamic acid crystallization132. 

For crystal shape control in a continuous process, an NMPC was developed 

by Kwon et al. to control the shape of lysozyme crystals using a mixed suspension 

mixed product removal (MSMPR) reactor with a fine-particle trap133. Good 

results were obtained for the regulation of the average crystal aspect ratio 

operating in a growth cycle. The authors employed an 1D moment model for the 

crystal volume distribution. A feed-forward control was designed by Kwon et al. 

for the lysozyme crystals using a plug flow configuration, producing crystals with 

desired size and shape under feed flow disturbance rejection134. 
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In this study, a bivariate population balance model (2D-PBM) was 

developed for KDP. The 2D-PBM was developed for supersaturated and 

undersaturated conditions, making it possible to use temperature cycling to 

achieve the desired product specification. The good agreement of the model 

prediction with experimental results makes the 2D-PBM approach attractive in 

optimal control strategy to reach targets of mass, size, and shape of KDP crystals. 

 

3.3.2 Modeling and numerical approach 

For modeling the morphology of KDP crystals, two characteristic 

dimensions called ܮଵ and ܮଶ were used as internal coordinates of the population 

balance equation (PBE). KDP crystals have a crystalline habit, as shown in 

Figure 3.8, and the choice of the two characteristic lengths was also used by Ma 

et al.130 , Gunawan et al.135 and Yang et al.136. 

 

 

 

Figure 3.8 - KDP crystal and the characteristics lengths. 

 

Taking into account these two internal variables in the state space, a 

bivariate number density distribution ݊(ܮଵ, ,ଶܮ ଶ݉ߤ)] is established, in (ݐ  ·

 ܿ݉ଷ ݐ݊݁ݒ݈݋ݏ ݂݋)ିଵ]. In this work, the relative supersaturation was considered as 

the driving force and input variable: 

1L
2L1L
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ܵ =
ܥ
௦ܥ

 (3.10) 

 

where ܥ is the solute concentration and ܥ௦ is the solute equilibrium 

concentration, in [݃ ݁ݐݑ݈݋ݏ ݂݋ / ܿ݉ଷ ݐ݊݁ݒ݈݋ݏ ݂݋]. The variation of the solvent 

density with temperature was neglected. 

First, for supersaturated conditions (ܵ > 1), the phenomena considered 

were the crystal growth and nucleation, and the PBE applied to the batch 

crystallizer yields: 

 

߲݊
ݐ߲

+
(ଵ݊ܩ)߲

ଵܮ߲
+

(ଶ݊ܩ)߲
ଶܮ߲

= ܵ)          (ଶܮ)ߜ (ଵܮ)ߜ ܤ > 1) (3.11) 

 

where  ܩଵ (Eq. 3.12) and ܩଶ (Eq. 3.13) are the crystal growth rates in [ܿ݉/݉݅݊]; 

· ݊݅݉) / #] denotes the nucleation rate in (Eq. 3.14) ܤ  ܿ݉ଷ ݐ݊݁ݒ݈݋ݏ ݂݋)]; and ߜ(·) 

is the Dirac delta function. 

 

ଵܩ = ݇௚ଵ exp ൬−
௚ଵܧ

ܴܶ ൰ (ܵ − 1)ఈ೒భ (3.12) 

 

ଶܩ = ݇௚ଶ exp ൬−
௚ଶܧ

ܴܶ ൰ (ܵ − 1)ఈ೒మ (3.13) 

 

ܤ = ݇௕ exp ൬−
௕ܧ

ܴܶ൰ (ܵ − 1)ఈ್ ்ܯ 
ఉ (3.14) 

 

where ݇௚ଵ, ݇௚ଶ, and ݇௕ are pre-exponential constants; ܧ௚ଵ, ܧ௚ଶ, and ܧ௕ are 

activation energies;  ்ܯ is the mass of crystals per solvent volume; ߙ௚ଵ, ߙ௚ଶ, ߙ௕, 
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and ߚ are exponent parameters; ܴ is the universal gas constant; and ܶ is the 

suspension temperature. 

For undersaturated conditions (ܵ < 1), the PBE yields: 

    

߲݊
ݐ߲

+
(ଵ݊ܦ)߲

ଵܮ߲
+

(݊ ଶܦ)߲
ଶܮ߲

= 0          (ܵ < 1) (3.15) 

 

where ܦଵ (Eq. 3.16) and ܦଶ (Eq. 3.17) are the crystal dissolution rates in 

[ܿ݉/݉݅݊]: 

 

ଵܦ = −݇ௗଵ exp ൬−
ௗଵܧ

ܴܶ ൰ (1 − ܵ)ఈ೏భ (3.16) 

 

ଶܦ = −݇ௗଶ exp ൬−
ௗଶܧ

ܴܶ ൰ (1 − ܵ)ఈ೏మ (3.17) 

where ݇ௗଵ and ݇ௗଶ are pre-exponential constants; ܧௗଵ, ܧௗଶ are activation energies; 

 .ௗଶ are exponent parametersߙ ௗଵ andߙ

In this case of S < 1, the solute concentration is lower than the solubility, 

and crystals can dissolve continuously and in the extremal case, some fines may 

disappear. 

Moments of the crystal size distribution were decided to be used as state 

variables (and also measured variables by image analysis) for the purpose of the 

crystal size and shape control in this work. Using the method of moments, the 

cross-moments  ߤ௜,௝ defined in the space of two dimensions are given by: 

 

௜,௝ߤ = න න ଵܮ
௜

ஶ

଴

ஶ

଴
ଶܮ

௝ ,ଵܮ)݊  ,ଶܮ  ଵ (3.18)ܮଶ݀ܮ݀ (ݐ

 

When applying the cross-moment integral transform operator to Eq. 3.11 

and Eq. 3.15, the following cross-moment set of ODEs is obtained. 
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For ݅, ݆ ≥ 1: 

 

௜,௝ߤ݀

ݐ݀
= ௜ିଵ,௝ߤ ଵܩ ݅ + ,݅    ,           ௜,௝ିଵߤ ଶܩ ݆ ݆ ≥ 1          (ܵ ≥ 1) 

௜,௝ߤ݀

ݐ݀
= ௜ିଵ,଴ߤ ଵܦ ݅ + ,݅    ,           ௜,௝ିଵߤ ଶܦ ݆ ݆ ≥ 1          (ܵ < 1) 

(3.19) 

 

The integral transformation for the moment equations of ߤ௜,଴ yields: 

 

௜,଴ߤ݀

ݐ݀
= ܵ)                                                               ௜ିଵ,଴ߤ ଵܩ ݅ ≥ 1) 

௜,଴ߤ݀

ݐ݀
= ௜ିଵ,଴ߤ ଵܦ ݅ + ଶܦ න ଵܮ

௜ ݊(ܮଵ, 0, ଵܮ݀ (ݐ

ஶ

଴
           (ܵ < 1) 

(3.20) 

 

In the same way, for ߤ଴,௝: 

଴,௝ߤ݀

ݐ݀
= ܵ)                                                             ଴,௝ିଵߤ ଶܩ ݆ ≥ 1) 

଴,௝ߤ݀

ݐ݀
= ଴,௝ିଵߤ ଶܦ ݆ + ଵܦ න ଶܮ

௝  ݊(0, ,ଶܮ ଶܮ݀ (ݐ

ஶ

଴
          (ܵ < 1) 

(3.21) 

 

For the zeroth order cross moment ߤ଴,଴: 

 

଴଴ߤ݀

ݐ݀
= ܵ)                                                                                              ܤ ≥ 1) 

଴,௝ߤ݀

ݐ݀
= ଶܦ න ,ଵܮ)݊ 0, ଵܮ݀ (ݐ

ஶ

଴
+ ଵܦ න ݊(0, ,ଶܮ  ଶܮ݀ (ݐ

ஶ

଴
            (ܵ < 1) 

(3.22) 

 

For undersaturated conditions (ܵ < 1), it was experimentally observed that 

ଶܮ <  ଵ at any time (see Section 3.3.4) Therefore, the outgoing particle flux atܮ

the ܮଶ = 0 boundary, that is, ܦଶ ݊(ܮଵ, 0,  is zero, and the characteristic curves (ݐ
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leave the domain only at the ܮଵ = 0 plane. Consequently, the terms 

ଶܦ ∫ ଵܮ
௜ ݊(ܮଵ, 0, ଵܮ݀ (ݐ

ஶ
଴  in Eq. 3.20, and ܦଶ ∫ ,ଵܮ)݊ 0, ଵܮ݀ (ݐ

ஶ
଴  in Eq. 3.22 are null. 

Additionally, under the assumption that ܮଶ is close enough to zero when ܮଵ = 0, 

the high-order (݆ > 0)  moment fluxes ܦଵ ∫ ଶܮ
௜ ݊(0, ,ଶܮ ଶܮ݀ (ݐ

ஶ
଴  in Eq. 3.21 can be 

neglected. 

However, the evaluation of the flux ܦଵ ∫ ݊(0, ,ଶܮ ଶ ஶܮ݀ (ݐ
଴ is needed in Eq. 

3.22 to close the model. Defining the marginal density distribution ݊௅భ
,ଵܮ)  as (ݐ

 

݊௅భ
,ଵܮ) (ݐ  = න ,ଵܮ)݊ ,ଶܮ ଶܮ݀ (ݐ

ஶ

଴
 (3.23) 

 

this particle flux is given by ܦଵ ݊௅భ
(0,  The equation for ݊௅భ is obtained by .(ݐ

integrating Eq. 3.15 in the whole ܮଶ domain, being given by 

 

߲݊௅భ

ݐ߲
+ ଵܦ

߲݊௅భ

ଵܮ߲
= 0         (ܵ < 1) (3.24) 

 

where the particle flux ܮଶ = 0 was again not considered due to the experimental 

evidence that ܮଶ > ,ଵܮ  The numerical calculation of Eq. 3.24 is less laborious .ݐ ∀

and have a lower computational cost when compared to the calculations of  using 

Eq. 3.15.  For  Eq. 3.24, the high-resolution finite volume method (“HR-1- =ߢ 

scheme”) by Qamar et al. (2006) was employed. In this way, having the marginal 

density distribution at the boundary ܮଵ = 0 by solving Eq. 3.24, the number of 

particles that leave the domain per solvent volume, ௗܰ  [1/ܿ݉ଷ], can be accounted 

during a sampling time Δݐ by the following integral 

 

ௗܰ (ݐ)  = − න ଵ ݊௅భܦ
(0, ߦ݀(ߦ

௧

௧ି୼௧
 (3.25) 
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Thus, Eq. 3.22 for ܵ < 1 can be explicitly integrated in one time step to give 

 

(ݐ)଴,଴ߤ = ݐ)଴,଴ߤ − Δݐ) − ௗܰ (3.26) 

 

In order to relate third order cross-moments with the mass of crystals and solute 

concentration, the volume of a single KDP crystal, ௖ܸ, can be expressed by130 

 

௖ܸ(ݐ, ,ଵܮ (ଶܮ = ଵܮଶܮ
ଶ −

2
3

ଵܮ
ଷ (3.27) 

 

In this way, the mass of crystal per solvent volume ்ܯ can be expressed by: 

 

The crystal mass balance can be defined, in the same manner by: 

 

݀݉௖

ݐ݀
= ௖ߩ

݀ ௖ܸ

ݐ݀
 (3.28) 

 

Using Eq. 3.27 and the definition of the growth/dissolution rates: 

 

݀݉௖

ݐ݀
= ଶܮଵܮ௖ൣ൫2ߩ − ଵܮ

ଶ൯൧ܩଵ + ଵܮ
ଶܩଶ                          (ܵ ≥ 1) 

݀݉௖

ݐ݀
= ଶܮଵܮ௖ൣ൫2ߩ  − ଵܮ

ଶ൯൧ܦଵ + ଵܮ
ଶܦଶ                         (ܵ < 1) 

(3.29) 

 

By a mass balance and integrating Eq. 3.29 in the whole internal variable domain, 

the solute concentration equation can be represented by: 

 

ܥ݀
ݐ݀

= ௖ߩ ଵ,ଵߤଵܩ 2)  − ଶ,଴ߤ ଵܩ + ܵ)                          (ଶ,଴ߤ ଶܩ ≥ 1) (3.30) 
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ܥ݀
ݐ݀

= ଵ,ଵߤଵܦ ௖(2ߩ  − ଶ,଴ߤ ଵܦ + ܵ)                           (ଶ,଴ߤ ଶܦ < 1) 

 

By switching the model for each zone, the developed approach can describe 

the system behavior as the temperature is increasing, causing dissolution and 

disappearance of KDP crystals, and decreasing, causing crystal growth and 

nucleation. 

Crystallization and dissolution experiments for KDP (Synth, > 99%) in 

distilled water were performed in the same crystallization apparatus described in 

Chapter 2 (details in Section 2.2).  

For the crystalline phase information, the moments that appear in the 

equations above, ߤ଴,଴, ,଴,ଵߤ  ,ଵ,଴ߤ ,ଵ,ଵߤ  ,ଶ,଴ߤ   ଷ,଴ were processed from theߤ ଶ,ଵ, andߤ

results of the image analysis, now taking into account the two Feret diameters 

݀ிశ and ݀ிష for the bivariate distribution ݊ (݀ிష = ,ଵܮ ݀ிశ =  .(ଶܮ

Based on the structure of the models presented in this section, the kinetic 

parameters for nucleation, growth, and dissolution were estimated for KDP for a 

given set of experiments in the same manner as described in details in Section 2.2. 

Once the deterministic model was obtained, the dynamic optimization 

problem described by Grover et al. (2020) was solved to obtain optimal control 

policies to produce KDP crystals with desired mass, size, and shape for 

deterministic simulations. The supersaturation was used as the control input in 

this strategy. 

In this way, with a primary objective of reaching a target state position, 

the optimal control input policy can be expressed as follows137 

 

଴ݑ}
∗, … , ேିଵݑ

∗} = argmin ൝෍[(ݐఛ/ݐே)ఊ ݀(࢞ఛ, (⨁࢞ + ఛݑ ߩ
ଶ + ,ே࢞)݀ [(⨁࢞

ேିଵ

ఛୀ଴

ൡ 

.ݏ ఛ̇࢞                              .ݐ = ,߬)ࢌ ,ఛ࢞  (ఛݑ

(3.31) 
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where {ݑ଴
∗, … , ேିଵݑ

∗} is the optimal control policy; ߩ and ߛ are tuning parameters; 

,ఛ࢞)݀  .is the model ࢌ ;is the distance-to-target function (⨁࢞

The control vector state for the KDP mass-size-shape-control was 

 

࢞ = [݉ തଵܮ  തଶ]் (3.32)ܮ

 

where ݉ is the mass of crystals; ܮതଵ and ܮതଶ are the number mean characteristic lengths: 

 

തଵܮ =  ଴,଴ߤ/ଵ,଴ߤ

തଶܮ =  ଴,଴ߤ/଴,ଵߤ

(3.33) 

 

The dynamic optimization problem of Eq. 3.31 was solved offline for a 

discretized set of states, in Eq. 33, and input (supersaturation setpoints). 

The solutions of Eq. 3.31, supersaturation policies, are stored for each time 

and state. For a practical control scheme, the temperature can be chosen as 

manipulated variable. For that, from the supersaturation policies, the temperature 

policies was obtained by inversion using the solubility equation. 

Complementary deterministic simulations (ideal case with no process-

model mismatch) for KDP mass-size-shape control were performed using the 

calculated control policies. Reachable targets that span a considerable portion of 

the state space were set and shown in Section 3.3.3. 

In order to evaluate the polydispersity of the crystal size distribution, the 

coefficients of variation ܥ ଵܸ and  ܥ ଶܸ of the marginal distributions ݊௅భ and ݊௅మ, 

respectively, were determined by Eq. 3.34. 
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ܥ ଵܸ = ඨ
଴,଴ߤ ଶ,଴ߤ

ଵ,଴ߤ
ଶ − 1   

ܥ ଶܸ = ඨ
଴,଴ߤ ଴,ଶߤ

଴,ଵߤ
ଶ − 1  

 

(3.34) 

3.3.3 Results and Discussion 

Table 3.6 presents the kinetic parameters estimated. Based on 

experimental evidence that ܮଶ > ,ଵܮ  as mentioned in Section 3.3.2, tal ,ݐ ∀

observação pode ser facilmente verificada ao comparar as taxas de dissolução D1 

e D2. Defining the relative dissolution rate by ܦ௥௘௟ =  ଶ, Figure 3.9 presentsܦ / ଵܦ

௥௘௟ values for the operating range of supersaturation and temperature (20ܦ ≤ ܶ ≤

40 e 0,8 ≤ ܵ ≤ 1). 

 

Figure 3.9 - Relative dissolution rate of KDP 
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Table 3.6 - Estimated parameters for KDP crystallization and dissolution 

Parameter Meaning Value 95% CI 

݇௕ 
nucleation rate constant 

[(݉݅݊ ∙ ܿ݉ଷ )ିଵ] 
3.0966×1015 ± 2.9847×1013 

 ௕ܧ
nucleation activation energy 

 [݈݋݉/ܬ]
5.8012 ×104 ± 2.9834×102 

 ௕ nucleation supersaturation exponentߙ
[−] 

0.9658 ± 0.0085 

 ߚ
nucleation ்ܯ exponent 

[−] 
1.964 ± 0.06041 

݇௚ଵ 
growth rate constant of ܮଵ 

[(cm/min )] 7.8354 ×104 ± 9.9410 ×102 

 ௚ଵܧ
growth activation energy of ܮଵ 

 [݈݋݉/ܬ]
3.9144 ×104 ± 6.6217 ×102 

 ଵܮ ௚ଵ growth ܵ exponent ofߙ
[−] 

1.5605 ± 0.04014 

݇௚ଶ 
growth rate constant of ܮଶ 

[(cm/min )] 4.5361 ×105 ± 3.4602 ×103 

 ଶܮ ௚ଶ growth activation energy ofܧ
 [݈݋݉/ܬ]

4.1129 ×104 ± 3.2846 ×103  

 ଶܮ ௚ଶ growth ܵ exponent ofߙ
[−] 

1.8104 ± 0.1002 

݇ௗଵ dissolution rate constant of ܮଵ 
[(cm/min )] 

8.5032 ×102 ± 9.1474 

 ଵܮ ௗଵ dissolution activation energy ofܧ
 [݈݋݉/ܬ]

2.9068 ×104 ± 5.1746 ×103 

 ଵܮ ௗଵ dissolution ܵ exponent ofߙ
[−] 

0.9638 ± 0.01064 

݇ௗଶ dissolution rate constant of ܮଶ 
[(cm/min )] 

2.8152 ×102 ± 6.9047 

 ଶܮ ௗଶ dissolution activation energy ofܧ
 [݈݋݉/ܬ]

2.7068×104 ± 2.4518×102 

 ଶܮ ௗଶ dissolution ܵ exponent ofߙ
[−] 

0.9719 ± 0.008149 
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In this way, ܦଵ is always greater than ܦଶ in the operating range under 

study. As the characteristic length ܮଶ is greater than ܮଵ in the initial times, this 

implies that ܮଶ will never be less than ܮଵ in the studied cases. Thus, when crystals 

disappear, they will disappear from the domain in the plane ܮଵ = 0. 

To demonstrate the adequacy of the developed model, experimental results 

obtained for KDP crystallization/dissolution experiments in 2 experiments are 

presented for model validation in Figures 3.10. Supersaturation and 

undersaturation regions were investigated, respectively, showing satisfactory 

results for model predictions. The model adequately captured the growth and 

nucleation kinetics for supersaturation zones and dissolution and disappearance 

for undersaturation zones.  

In Figure 3.10, it is possible to see that, in addition to the crystal growth 

(by increasing the characteristic lengths), an increase in ߤ଴.଴ indicates that the 

formation of new nuclei has occurred. For the 3–35-minute time interval, a notable 

deviation between predicted and experimental data in ߤ଴.଴ may be explained by 

the more significant deviation between the calculated temperature policy and that 

performed experimentally in that time interval. Experimentally, this may have 

occurred due to a nonuniform temperature field in the vessel since this large initial 

value of ܵ requires a fast decrease in the cooling jacket temperature. 

As for the undersaturation condition experiment in addition to the 

shrinkage of the crystals, it is exemplified that the strategy adopted in this work 

to deal with the disappearance of the crystals is effective, due to the good 

prediction of the model to decrease ߤ଴.଴. This strategy was well established because 

it is defined in the boundary condition for null lengths. It is a proper way to store 

the number of crystals that disappeared (leave the domain) and, thus, make it 

possible to correct the distortion at the zeroth order moment. 
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Figure 3.10 - Precited and experimental values for supersaturation zone 

experiment: characteristic mean lengths (left), zeroth order cross-moment 

(middle) and supersaturation (right). Black lines represent the values predicted 

by the model. 

 

The simulation results for optimal control is now discussed. Table 3.7 

shows the run targets and batch times for the 3 deterministic runs performed. 

The choice of the spatial orientation using the three variables in Eq. 3.32 allows 

better visualization of the crystallization trajectory. Using this plot, in addition 
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to checking the yield (mass) of the process, it is possible to follow both the average 

characteristic lengths ܮതଵ and ܮതଶ (indicating the crystal size). 

 
Table 3.7 - Deterministic runs evaluated for KDP control 

   target [g, μm, μm] Batch time [min] 

Run 1 [6, 200, 400] 90 

Run 2 [8, 60, 200] 90 

Run 3 [10, 100, 150] 90 

 

 

In this way, it is possible to monitor the relative position of ܮതଵ and ܮതଵ along 

the batch, which indicates the change in the crystal shape by altering the slope 

of the trajectory, analyzing the ܮതଵ  ×  തଶ plane. It is illustrated by the simulationܮ 

results for the three runs in Fig. 3.11. 

It is possible to observe different behavior of the trajectory depending on 

the required final target due to the implemented inputs. For Run 1, it only 

operates in supersaturation, obtaining a more straight-forward trajectory, 

indicating both increased yield and growth of the crystals until they reached the 

desired size and shape. For Run 2 and Run 3, the trajectory is perceived in areas 

of supersaturation and undersaturation. 

The temperature policies were obtained from the supersaturation optimal 

policies combining them with the calibration and equilibrium equations. 

Furthermore, the simulated control could eliminate the error in the final crystal 

specification (distance from the target is near zero). 

 

x
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Figure 3.11 - Simulation results for optimal control of KDP. Above: state 

trajectories (left); Euclidean distance to target (right). Below: supersaturation 

optimal control actions (left); temperature policies calculated by supersaturation 

policies (right). 

 

When verifying the crystal shape, Figure 3.12 shows that for Run 1, the 

crystal aspect ratio does not vary significantly over time, indicating that the 

crystal growth in both directions follows a similar rate while there is an increase 

in mass until the target is reached. For Run 2 and Run 3, the most pronounced 

variation in the trajectory inclination (i.e. aspect ratio) is noticeable when changes 

are made between the regions of ܵ >  1 and ܵ <  1. 
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Figure 3.12 - L1 x L2 plot. Changes in trajectory slope indicate that aspect ratio 
changes. Targets are in green. Some scale representations of KDP crystals at 

different positions in space are shown 

 

The evaluation of the crystals’ polydispersity is shown in Figure 3.13. For 

the three runs, the coefficients of variation ܥ ଵܸ  and ܥ ଶܸ show satisfactory results. 

The values at the end of the batches do not significantly vary compared to the 

values for the seeds (at the beginning of each run). Furthermore, individually for 

each run, the trends of ܥ ଵܸ and ܥ ଶܸ had a similar profile. Run 1, which operated 

only with cooling (ܵ >  1), showed a more significant increase in the 

polydispersion of the final product. For Run 2 and Run 3, since the trajectory 

assumes regions of undersaturation (ܵ <  1), maybe it might be possible to control 

the coefficients of variation for these regions where there is dissolution. It can be 

explained by the possibility of removing small-size crystals (fines removal), 

narrowing the crystal size distributions. When there is undersaturation, the 

sensitivity of ܥ ଵܸ and ܥ ଶܸ is indicated by the plateau regions in Figure 3.13. It is 

worth noting that for Run 2, the coefficients of variation for the final product 
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show less polydispersity, which can be explained by the fact that dissolution 

occurred twice during this batch. 

 
Figure 3.13 – Coefficients of variation CV1 and CV2 throughout the runs for the 

optimal control of KDP with the respective supersaturation (S) levels. 

 

3.3.4 Conclusions 

The theoretical model based on a 2D-PBM that incorporates nucleation 

and growth (in supersaturation zones) and dissolution and disappearance (in 

undersaturation zones) was obtained for KDP. It showed good predictions for 

open-loop batch crystallization experiments. The presented optimal control 

strategy application is suitable for closed-loop control, calculating the temperature 

setpoints based on the obtained optimal supersaturation policies. It is expected 

that this approach will be applied to different compounds and measuring 

techniques, to investigate not only the mass and size, but also the crystal shape. 
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Chapter 4 

Polymorphism of Praziquantel by 

Cooling Crystallization 
 

This chapter presents a systematic study to investigate the polymorphism 

of praziquantel –  an anthelmintic first-line drug – using cooling crystallization 

experiments under different conditions not yet explored in the literature for this 

compound. All forms previously reported, obtained via mechanochemistry and the 

hydrate found through supercritical CO2 processing, were accessed in the present 

work. A novel dimethylacetamide (DMA) solvate was obtained, and a new form 

was discovered after desolvation of the DMA solvate by aging and exposure to a 

water-vapor atmosphere. Toluene and triethylamine were solvents capable of 

enabling the formation of different forms depending on the employed experimental 

condition. A new form was discovered using triethylamine as the solvent, which 

differs from all known polymorphs. The results demonstrate that solvent selection 

and variation in the rate of supersaturation generation can generate forms 

obtained from more complicated techniques and potentially finding new forms. 

 The chapter was adapted from the following published paper: 

i. de Moraes, M. G. F.; Barreto, A. G.; Secchi, A. R.; de Souza, M. B.; Lage, P. 

L. da C.; Myerson, A. S. Polymorphism of Praziquantel: Role of Cooling 

Crystallization in Access to Solid Forms and Discovery of New Polymorphs. 

Crystal Growth & Design 2023, 23 (2), 1247–1258. 
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4.1 Introduction 

 

Regarding using crystallization methods for exploring new polymorphs of 

praziquantel, Toro et al. unsuccessfully tried to obtain polymorphic modifications 

of praziquantel by slow evaporation with different solvents (water, ethanol, 

methanol, 2-propanol, 1,2-ethanediol, and DMSO, among others), obtaining the 

original Form A in all experiments138. Saikia et al. also reported data on PZQ 

polymorph screening by slow evaporation crystallization, obtaining only Form 

A66. Therefore, the polymorph screening using solution crystallization was 

reported for the slow evaporation of a few solvents, not exploring other 

crystallization methods.  

In this work, we applied cooling crystallization to investigate the 

polymorphism of racemic praziquantel using different solvents and using a 

medium-throughput systematic screening methodology. The choice of solvents 

with different properties were done based on reported grouping techniques by 

statistical analysis139,140. The authors took into account cluster statistical analysis 

to separate a large number of solvents into groups, taking into account parameters 

such as hydrogen bond acceptor propensity, hydrogen bond donor propensity, 

polarity/dipolarity, dipole moment, dielectric constant, viscosity, surface tension 

and cohesive energy density140, and used 24 solvent descriptors to obtain self-

organizing maps139. 

Our investigation led to the discovery of a DMA monosolvate (named PZQ-

DMA) and two new anhydrous forms (named Forms G and H, following the 

naming convention by the last works). In addition, all previous well-characterized 

forms could be obtained for the first time via solution crystallization techniques: 

Forms B, C, two hydrates, and the acetic acid monosolvate. We confirmed that 

the hydrate first obtained through supercritical CO2 processing86 is a second 

hemihydrate besides the hemihydrate PZQ-HH indexed as WUHQAU70. The 

obtained Form G was only possible via desolvation of PZQ-DMA, more efficiently 
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via exposure to a water vapor atmosphere. Desolvation is known to be even the 

only way to prepare new polymorphs previously not accessed by crystallization 

methods141-145. 

As such, the praziquantel case study evidenced the role of cooling 

crystallization as an excellent method to access and discovers new forms for APIs. 

Our work highlights the advantages of using cooling crystallization over grinding 

techniques to obtain better reproducibility and easy-to-run experiments for a 

systematic polymorph screening. 

 

4.2 Experimental Section 

 

4.2.1 Materials 

Praziquantel (C19H24N2O2), 2-(cyclohexanecarbonyl)-3,6,7,11b-tetrahydro-

1H-pyrazino[2,1-a]isoquinolin-4-one, was purchased from TCI America™ (>98.0%, 

HPLC). This commercial praziquantel was the starting solid for the experiments 

and corresponds to Form A (indexed as TELCEU in the Cambridge Structural 

Database). Ultrapure water from a purification system (Thermo Scientific™ 

Barnstead™  Micropure™ UV) and HPLC-grade solvents from Sigma-Aldrich® 

were used for crystallization experiments. 

 

4.2.2 Analytical instruments and characterization 

Powder X-ray diffraction (PXRD) patterns were obtained using a 

PanAnalytical X’Pert Pro diffractometer. Differential scanning calorimetry (DSC) 

and Thermogravimetric analyses (TGA) were carried out using a DSC Q2000 (TA 

Instruments, USA) and a TGA Q5000 (TA Instruments, USA), respectively. The 

methodology details can be found in the Appendix A. 

Karl Fischer (KF) coulometric titration was conducted to determine the 

water content in hydrates using a Metrohm 831 KF Coulometer and Aquastar™ 
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CombiCoulomat Fritless KF Reagent (Merck). Procedure details with samples, 

blank and the water standard are in Appendix A. 

The morphology of some of the PZQ crystals was characterized with 

scanning electron microscopy (SEM) using Zeiss Merlin® High-resolution SEM 

(details in Appendix A). 

 

4.2.3 Cooling crystallization of PZQ from single solvents 

Crystal16™ device (Technobis Crystallization Systems) was used for all the 

cooling crystallization conditions performed in the polymorph screening. This 

medium-throughput screening equipment used microvial crystallizers of 1.5 mL 

(11.5 mm diameter, flat-bottomed).  

In the first screening, a total of 4  19 = 76 solutions of PZQ were prepared. 

The 19 pure solvents are listed in Table A.1. For the experimental design, two 

levels for the initial concentration (low and high, see Table A.1) and two for the 

cooling rate were defined. Slow (0.2 oC/min) and fast (5 oC/min) cooling rate 

levels were adopted. 

The solutions were prepared by weighing the amount of PZQ and solvent 

in the microvials. In order to estimate the initial concentration, exploratory 

solubility tests were carried out using the Crystal16™ device for all solvents. The 

estimated concentration values can be found in Appendix A (Table A.2). 

The saturation temperatures corresponding to the initial condition levels 

are shown in Table A.1 for the different solvents. The solutions were heated to 5 

oC above the saturation temperature, and maintained at this value for 60 min to 

ensure complete dissolution. The light transmission was also monitored as a sign 

of solubilization of the clear solutions (100% transmission). The high temperature 

levels took into account the operation below the boiling point of the solvents. All 

the solutions were then filtered using heated 0.2 µm PTFE syringe filters and 1 

mL syringes and placed in new clean heated vials at the same temperature to 

ensure starting from clear solutions. Stirring was kept constant at 700 rpm using 
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magnetic stirring with PTFE agitation bars throughout the experiments. Then, 

solutions were cooled to the final temperatures at the specified cooling rate. The 

final temperature set for the cooling ramps was mostly -10 oC, and this value was 

changed for some solvents to ensure a temperature higher than their melting 

points (Table A.1). 

The Crystal16™ device detected the nucleation event as a drop in light 

transmission through each vial. Once the crystals were formed in a reasonable 

amount for further analysis and characterization, they were harvested and put in 

a vacuum system to rapidly eliminate all the remaining solution. The crystals 

were immediately analyzed by PXRD, DSC and TGA. 

 

4.2.4 Cooling crystallization of PZQ from alcohol/water mixtures 

Based on some observations from the experiments in Section 4.2.3, 

mixtures of water/methanol and water/ethanol at water volume fractions of 10, 

20, 30, 40, and 50 v% were chosen as the solvent for the praziquantel cooling 

crystallization using a fast cooling rate (5 oC/min). The initial solution was 

saturated at 40 oC and then heated to 45 oC to ensure complete dissolution. The 

filtration procedure described in Section 4.2.3 was performed to ensure initial clear 

solutions. The final temperature set for the cooling ramp was -10 oC. The crystals 

were rapidly dried upon crystallization and subjected to PXRD, DSC, and TGA 

analysis. 

 

4.2.5 Water vapor diffusion experiments 

 The two solvates obtained by the cooling crystallization described in 

Section 4.2.3 were DMA and acetic acid (AA) solvates (see Section 4.3.1). In order 

to better study the role of the solvents in the crystal structures, the two solvates 

were subjected to water vapor diffusion experiments. The materials were left in 

contact with the water vapor overnight. Details about the apparatus and vapor 

diffusion procedure can be found in SI 
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4.3 Results and Discussion 

 

4.3.1 Polymorphic outcome from single solvents 

Once the drop of the transmission confirmed the nucleation through the 

microvials, all the outcome crystals were characterized by PXRD analysis. In the 

single solvent screening, the observed forms of praziquantel are presented in Table 

4.1 for each experimental condition. The more stable form (Form A) was mainly 

observed for the different solvents and adopted levels of the cooling ramp and 

initial concentration. For PZQ, in the literature, only Form A was obtained in 

crystallization experiments, but only crystallization by solvent evaporation was 

performed in those works66,138. 

Among the results presented in Table 4.1, the experiments using the 

following solvents stand out: DMA, acetic acid, toluene, and triethylamine. Using 

DMA, the formation of a novel solvate (PZQ-DMA) was observed under rapid 

cooling conditions. The effect of the cooling rate using DMA as solvent is decisive, 

with the stable Form A being favored when the cooling rate is slower Figure 4.1 

shows the PXRD pattern for the novel DMA solvate compared to the simulated 

powder patterns of the anhydrous forms of PZQ, allowing a clear identification of 

this polymorph due to the pattern differences. 
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Table 4.1 - Polymorph screening results of PZQ in different solvents 

Solvent 

Fast cooling (5 oC / min) 
Slow cooling (0.2 oC / 

min) 

Initial concentration 

Low High Low High 

Acetone A A A A 

Methanol A A A A 

Ethanol A A A A 

1-Propanol A A A A 

Isopropanol A A A A 

1-Butanol A A A A 

Ethyl acetate A A A A 

Dimethylformamide A A A A 

Dimethylacetamide PZQ-DMA PZQ-DMA A A 

Tetrahydrofuran A A A A 

Acetonitrile A A A A 

Toluene A A/C A A 

1,4-dioxane A A A A 

Acetic Acid PZQ-AA PZQ-AA PZQ-AA PZQ-AA 

Triethylamine C C C C 

Dichloromethane A A A A 

Anisole A A A A 

Dimethyl sulfoxide A A A A 

2-butanone A A A A 
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Figure 4.1 - PXRD pattern for PZQ-DMA and comparison with Forms A, B, 
and C. 

 

Through thermal analysis (Figure 4.2), it was possible to prove that the 

new PZQ-DMA form obtained is a solvate. The DSC curve (red line) indicates an 

endothermic peak desolvation at 58 oC (87.16 kJ/mol). After desolvation, other 

endothermic events were recorded at the DSC at 132.57 oC and 138.36 oC, and 

identified as melting events. The first melting peak does not correspond to any 

previously reported anhydrous form, being a new form (Form G), which will be 

further discussed in Section 4.3.2. The second melting event corresponds to the 

most stable form (Form A). The commercial PZQ (Form A) was previously 

analyzed under the same conditions and presented a melting point of 138.90 °C. 

The desolvation of DMA is confirmed by the weight loss in the TGA, which was 

approximately 20%. It agrees with the theoretical value of 21.2% for a PZQ-DMA 

monosolvate. The weight loss started at around 56 oC, confirming the desolvation 

event observed by the endothermic peak in DSC. 
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Figure 4.3 shows the SEM images obtained for the forms A and fresh PZQ-

DMA. The SEM images were acquired on the same day of the crystallization 

experiment. The PZQ-DMA exhibits different habitus morphology, showing lath-

shaped crystals, differing from the crystals of Form A (smaller acicular crystals). 

For the experiments using acetic acid as solvent, the acetic acid solvate (PZQ-

AA) was obtained in all experimental conditions, confirmed by comparison with 

the simulated powder pattern DAJCEA71 (Figure A.2). PZQ-AA was first 

obtained by Zanolla et al. via liquid-assisted grinding using a vibrational mill71. 

The DSC curve of PZQ-AA (blue curve) is shown in Figure 4. 2, characterized by 

a single endothermic event at 72.19 oC. Zanolla et al. reported this event (peak at 

72.26 oC) as the melting point of PZQ-AA, also confirmed by hot-stage 

microscopy21. Before starting thermal decomposition, a mass loss of 15.60% up to 

200 oC is observed in TGA. This value agrees with the theory for acetic acid 

monosolvate (16.12%). 

Forms A and C were obtained using toluene as the solvent for the fast 

cooling and high initial concentration case. In this preliminary screening, for the 

performed triplicate, pure Form A was obtained in two experiments and pure 

Form C in one experiment. They were characterized by PXRD (Figure A.3) and 

the melting event at 109.92 oC in DSC (Figure A.4). This value corresponds to 

the melting onset of Form C69. Form A was obtained for the other conditions for  

crystallization in toluene. Figure A.3 also shows the PXRD pattern for high initial 

concentration and slow cooling rate (orange line). In DSC, the melting peak of 

Form C is followed by partial recrystallization of Form A and its melting peak at 

around 138.63 oC. The events are in good agreement with the melting points of 

both Forms A and C69. In Section 4.3.1 (B), crystallization in toluene is further 

investigated under other experimental conditions. 
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Figure 4.2 - DSC (solid lines) and TGA (dashed lines) thermograms of PZQ-

DMA and PZQ-AA and comparison with PZQ Commercial (Form A). 

 

 

 

Figure 4.3 - SEM images of Form A (2970X, left) and PZQ-DMA (238X, right). 
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In the case of triethylamine, pure Form C was obtained for all analyzed 

conditions in an induction time much shorter than that observed for 

crystallization in toluene, also confirmed by comparing the PXRD patterns 

(Figure A.3) and melting point (red curve in Figure A.4). Section 4.3.1 (C) 

presents other results, such as Form B, obtained for crystallization from TEA 

under different conditions. Notably, Form C (indexed as GOYZOM) was only 

obtained so far by neat grinding in a vibrational mill69. 

 

A) DMA solvate transformation at ambient condition 

The fresh DMA solvate was allowed to age at ambient conditions, and 

XRD analyses were performed periodically. After 12 days, the transformation of 

the DMA solvate was observed (Figure 4.4). Analyzing the PRXD pattern after 

12 days, this phenomenon is more clearly observed by the decrease in the 

characteristic peaks of PZQ-DMA (e.g., 2θ value of 18.17o) and the appearance 

of other peaks. After 20 days, the transformation was complete. The TGA and 

DSC results show predominant desolvation and transformation into a new 

anhydrous form (named Form G), which will be better characterized in Section 

4.2. 
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Figure 4.4 - Comparison of PXRD patterns of fresh PZQ-DMA (red line) and 

PZQ-DMA on aging at ambient conditions after 12 days (blue) and 20 days 

(green). Total conversion to a new Form (G) and Form A is obtained after 20 

days. Form A is identified by its characteristic peaks in the enlarged 2θ° range 

in the frame. 

  

Thus, the DMA desolvation under these conditions resulted in the majority 

transformation in Form G, but with concomitant transformation in a small 

percentage of Form A. It is evidenced by the enlarged pattern in the frame of 

Figure 4.4, in which characteristic peaks of Form A at 2θ values of 6.3, 6.7, 8.0, 

and 8.3o are observed. Form G has no such characteristic peaks (see Section 3.2). 
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SEM analysis revealed differences in habit and size due to PZQ-DMA 

transformation (Figure 4.5). The laths of PZQ-DMA differ from the product 

obtained after 20 days of aging. Form G exhibits smaller and agglomerated 

crystals. The presence of needle-like crystals under the surface of the agglomerates 

also notices the concomitant conversion to Form A. 

 

B) The role of agitation in fast cooling crystallization using toluene 

The results presented for crystallization in toluene showed the formation 

of Form C for only one of the three experiments performed at high initial 

concentration and fast cooling rate. In order to better explore crystallization in 

toluene, the effect of stirring the suspension was studied. Ten samples were taken 

adopting the same procedure described in Section 2.3. However, in five samples, 

no agitation was used. For the five samples with agitation, pure Form A crystals 

were obtained, characterized via PXRD and DSC. Without agitation, four 

samples corresponded to pure Form C and one to Form A. This result shows that 

agitation is a significant variable for the kinetics of crystallization. With agitation, 

the introduced secondary nucleation favors the formation of the more stable Form 

A. When agitation is not used, primary nucleation of the metastable Form C is 

predominant compared to primary nucleation of the metastable Form A. 

However, due to the stochasticity of the primary nucleation, Form C was not 

obtained in one experiment under these conditions. A set of hundreds of 

experiments should be conducted to better estimate the probability of the forms 

nucleation. Thus, it is already evident that the crystallization of PZQ in toluene 

at an initial concentration corresponding to saturation at 60 oC, the cooling rate 

of 5 oC/min, and no agitation is an effective method for obtaining the metastable 

Form C. 
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Figure 4. 5 - SEM images of: a) Fresh PZQ-DMA (118X, top; 238X, bottom); b) 

Mixture of forms G and A obtained by PZQ-DMA aging after 20 days (269X, 

top; 1710X, bottom). 

 

C)  The role of agitation and pre-filtration in crystallization using TEA 

As TEA allowed the crystallization of Form C for all analyzed conditions, 

crystallization using this solvent was also studied for different experimental 

conditions to investigate the possibility of forming other polymorphs. Two factors 

were studied here: filtration of the prepared solution before cooling and agitation. 

Nine sets of experiments were carried out evaluating three conditions regarding 

the performance of agitation and filtration of the mother solution (Table 4.2). All 

the experiments were performed in the high initial concentration level (saturated 

at 60 oC) and fast cooling rate (5 oC/min). Condition 1 was the same one 

performed in the previous experiments using TEA (as described in Section 2.3) 
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for forming Form C. Again, Form C was obtained for the nine experiments under 

condition 1, confirmed by the PXRD pattern obtained (Figure 4.6). 

 

Table 4.2 - Conditions evaluated for rapid cooling crystallization of PZQ in 
TEA 

Condition Agitation Pre-filtration 

1 Yes Yes 

2 No No 

3 No Yes 

 

 

 

Figure 4. 6 - PXRD obtained at conditions 1 (blue), 2 (green) and 3 (orange) for 

crystallization of PZQ in TEA, and their comparison with forms A (black), B 

(red) ,and C (pink). 
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For condition 2, agitation was not used, and the solution was not filtered 

before cooling in Crystal16™. Pure Form B was obtained in the nine experiments 

under this condition (see the comparison of PXRD patterns in Figure 4.6). The 

absence of filtration can, therefore, favor the cross-nucleation of Form B. This 

result is important since Form B could only be obtained under these experimental 

conditions using TEA among all the solvents analyzed. The DSC curve for 

Condition 2 is shown in Figure A.4 (blue curve). The melting peak matches Form 

B's previously reported melting point without any event after it. Obtaining Form 

B has only been reported to be obtained by neat grinding of commercial PZQ68. 

Condition 3, in which agitation was not carried out, but filtration of the 

mother solution was carried out, introduces the obtainment of a new form of PZQ, 

Form H. TEA is shown to be a solvent that favors the formation of metastable 

forms, being an interesting case of study for the crystallization of PZQ. Figure 4. 

6 (orange line) presents the PXRD pattern of Form H. 

Thermal analysis of Form H (Figure 4.7) shows that it is an anhydrous 

form since there was no mass loss during TGA (dashed line) during the events 

observed in the DSC curve (full line). The DSC profile can be interpreted as 

follows: first, an endothermic event starting at 79.59 oC can indicate melting onset 

of Form H; after the melting event, expressive recrystallization of Form B followed 

by its melting at 112.27 oC is observed. This value corresponds to the melting 

onset of Form B66; directly from the melt, Form G partially crystallizes and melts 

at 132.31 oC. Also, a small amount of Form A crystallizes and melts at 137.72 oC. 

The shift in Form A melting point can be explained by the small crystallite size70. 

Form H proves to be the most unstable anhydrous form when compared to 

other well-characterized anhydrous forms (H <<< B < G < A). 

The SEM images in Figure 4.8 presents the morphology of the different 

forms obtained using TEA as the solvent compared to commercial Form A. For 

Condition 2, Form B appears clustered long and very thin whiskers, as observed 

by Zanolla et al68. Forms C and H exhibited differences in the habitus morphology 
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compared to Forms A and B. Form C appear as agglomerated tabular crystals 

and Form H as small platy crystals. 

 

 

Figure 4.7 - DSC (solid line) and TGA (dashed line) thermograms of Form H 

obtained at condition 3 for crystallization of PZQ in TEA 

 

4.3.2 Water vapor-induced desolvation/transformation 

In Section 3.1.1, the transformation of the PZQ-DMA solvate in ambient 

conditions evidences the spontaneous desolvation and transformation of the 

crystalline structure, allowing obtaining a mixture of forms G and A. When 

submitted to water vapor-induced atmosphere overnight, total conversion to 

Form G was observed. The PXRD pattern for this condition does not show 

characteristic peaks for Form A (Figure 4.9). No pattern changes were observed 

during the 50 days that Form G was monitored via PXRD. In Figure 4.9, it is 

also possible to compare the result to the blank analysis, in which fresh PZQ-

DMA was submitted to the same procedure using the same apparatus (Figure 
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A.1) but in the absence of water. Thus, water plays an essential role in expelling 

DMA and collapsing the crystalline structure. 

 

 

Figure 4.8 - SEM images of Form A (1290X, top left), Form B (1270X, top 

right), Form C (353X, bottom left), and Form H (775X, bottom right). 

 

The difference in activities between DMA and water explains the facilitated 

desolvation for this experiment. Interestingly, through the thermal analysis 

(Figure 4.10), it is possible to observe that Form G does not represent a hydrate; 

water's role is only essential for the expulsion of DMA and transformation into a 

new anhydrous crystalline structure. The TGA curves (dashed lines) do not 

indicate any mass loss for the events observed by the DSC analysis. The DSC 

profile of Form G obtained by water vapor diffusion in PZQ-DMA only exhibits 

one single endothermic peak corresponding to its melting onset of 132.10 oC (25.46 
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kJ/mol). Compared to the mixture of forms G and A obtained by PZQ-DMA 

aging, a similar profile is obtained, differing by the melting peak of the small 

fraction of Form A that crystallized concomitantly. The exposure of PZQ-DMA 

to a water-vapor atmosphere is an effective method in which the nucleation 

kinetics of Form G is favored without partial conversion to Form A. 

 

 

Figure 4.9 - PXRD patterns of fresh PZQ-DMA (green), blank for the presence 

of water (blue), mixture of Forms G and A after 20 days on aging at ambient 

condition (pink), and pure Form G obtained by water vapor diffusion 

experiment (red). 

 

The relative stability of Form G can be assessed by analyzing its melting 

event (at 132.10 °C, Δܪ௙ = 25.46 kJ/mol) and those of previously reported forms 

(gray curves in Figure 4.10): Form A (at 138.90 °C, Δܪ௙ = 30.19 kJ/mol), Form 

B (at 113.19 °C, Δܪ௙ = 25.04  kJ/mol), and Form C (at 109.92 °C, Δܪ௙ = 27.74  
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kJ/mol. According to the heat-of-fusion rule of Burger and Ramberger, the 

polymorphic pairs B-C and G-C are suggested to be enantiotropically 

related146,147. According to the same rule, Form A is monotropically to the other 

forms because it has the highest melting point and heat of fusion146,147. 

 

 

Figure 4.10 - DSC (solid lines) and TGA (dashed lines) thermograms of PZQ-

DMA after transformation by aging (mixture of forms G and A, red) and by 

water-vapor diffusion (Form G, blue). 

 

For the pair B-C, Zanolla et al. also observed a higher enthalpy of fusion 

value for Form C (lower melting point)69. However, the authors still attributed a 

monotropic relationship between Forms B and C due to the slight difference of 

about 6 kJ/mol  obtained for the enthalpy of fusion, which was justified by 

inherent crystal defects, as they were obtained by mechanical treatment. In the 

present study, the difference in enthalpy of fusion between forms B and C was 

more pronounced (about 27 kJ/mol). Given the high crystallinity obtained for 
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Forms B and C via cooling crystallization, it is more likely that they are, therefore, 

enantiotropic polymorphs. 

The pairs B-G and A-G are monotropic systems, with Form G always more 

stable than Form B and always less stable than Form A below the melting point 

(B < G < A). 

For pairs B-C and G-C, the transition temperature (Tr) was estimated 

based on the method proposed by Yu148 using the available melting data. The 

methodology used for the estimation of Tr can be found in SI. The estimated Tr 

for B-C and G-C are 83.45 °C and 17.03 °C, respectively. In both pairs, Tr lies 

below the melting point of the lower melting form, suggesting enantiotropic 

systems. It is worth mentioning that Yu's method indicates a good approximation 

if the transition temperature is not too removed from the lowest melting 

temperature of the two considered polymorphs. For the pair G-C, the uncertainty 

associated with using this method is more expressive due to the temperature 

difference between Tr and the melting point of Form C (92.9 ≈ ܶ߂ °C). For the 

pair B-C this temperature difference is relatively small (26.5 ≈ ܶ߂ °C). 

At temperatures above Tr, the higher melting form is more stable, while at 

temperatures below Tr, the lower melting form is more stable. Therefore, it is 

possible to infer that Form C is more stable than Form B up to Tr = 83.45 °C, 

and more stable than form G up to Tr = 17.03 °C, inverting the stability after 

the respective Tr148. 

The estimated transition temperature for the G-C pair is low, thus 

suggesting that the Form G is the most stable of the pair in a wide temperature 

range. For example, for temperatures between 17 °C and 83 °C (thus including 

room temperature), the suggested order of stability is:  B < C < G < A. 

The transformation of fresh PZQ-DMA solvate into Form G is well 

illustrated when analyzing the SEM images. Figure 4.11 shows that regular 

crystals of the same average size were obtained for Form G, exhibiting smaller 
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crystals and a rod-like shape (Figure 4.11b) that differ from the laths of PZQ-

DMA (Figure 4.11a). 

 

 

Figure 4.11 - SEM images of: a) Fresh PZQ-DMA (160X, top; 70X, bottom); b) 

Form G obtained after water-vapor diffusion through PZQ-DMA (185X, top; 

295X, bottom). 

 

PZQ-AA was also subjected to a water-vapor atmosphere, and complete 

conversion to PZQ-HH is confirmed by comparing the PXRD pattern with the 

simulated WUHQAU70 (Figure A.5). In this case, the desolvation of AA and the 

solvation of water occurred. The DSC and TGA curves also confirmed the total 

conversion to PZQ-HH. The weight loss in TGA was 2.69%, in good agreement 

with the theoretical value of 2.72% for a PZQ hemihydrate. The events in the 

DSC profile (red curves in Figure A.6) are as follows: firstly, the endothermic 

event of desolvation, followed by partial recrystallization and melting of Form G, 
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and later partial recrystallization and melting of Form A. PZQ-HH was first 

obtained by water-assisted grinding70. 

 

4.3.3 Polymorphic outcome from alcohol/water mixtures 

The PXRD patterns in Figure 4.12 present the results summarized in Table 

4.3 for the different water fractions in methanol/water and ethanol/water 

mixtures as solvent. For methanol mixtures, percentages of 30 and 40% v/v of 

water enable the formation of the second hemihydrate (named PZQ-HH2). As for 

ethanol/water mixtures, percentages of 40 and 50% allow the formation of PZQ-

HH2. 

 
Table 4.3 - Results obtained from PZQ cooling crystallization experiments in 

alcohol/water mixtures 

Solvent 
Water fraction (% v/v) 

10 20 30 40 50 

Methanol A A + HH2 HH2 HH2 Amorphous 

Ethanol A A A HH2 HH2 

 

This hydrated form was first reported by MacEachern et al., but the 

stoichiometry was not completely elucidated86. By thermal analysis (Figure A.6), 

the weight loss in TGA of 2.64%, which corresponds to the water loss, is very 

close to the theoretical value for hemihydrate (2.72%). It is also indicated by the 

first desolvation endotherm with onset at 81.89 oC (peak at 91.89 oC) in the DSC 

profile. The following events succeed in the desolvation of PZQ-HH2: 

recrystallization followed by melting of Form C, B, and A, consecutively. The 

DSC thermogram is in a good agreement with the one presented by MacEachern 

et al.86. 
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Figure 4.12 - PXRD patterns of PZQ obtained in water/methanol (H2O/MeOH) 

mixtures (top patterns) and water/ethanol (H2O/EtOH) mixtures. The presence 

of Form A in H2O/MeOH (20:80) is identified by its characteristic peaks in the 

enlarged 2θ° range in the frame. 

 

Furthermore, the KF titration result showed water content of 2.67 ± 

0.04%, confirming PZQ-HH2 as a hemihydrate. Three PZQ-HH2 samples were 

used for the KF titrations, with triplicate injections for each sample. The KF 

Hydranal Standard water content was 10007.5 ppm, valid within the reference 

range (1007±3 ppm). SEM images of the produced PZQ-HH2 indicate the 

formation of clusters of tiny tabular crystals (Figure 4.13). 
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Figure 4.13. SEM images of PZQ-HH-2 (472X, left; 1190X, right). 

 

 

4.4 Conclusions 

 

The polymorphism of PZQ was investigated using cooling crystallization 

experiments in different solvents for different cooling rates and concentration 

levels. A new DMA solvate (PZQ-DMA) was identified and characterized. The 

DMA desolvation phenomena were studied; exposure to a water-vapor atmosphere 

being an excellent method to prepare a novel anhydrous polymorph by desolvation 

of PZQ-DMA, named Form G. Water plays an important role in expelling the 

DMA molecules from the original PZQ-DMA. Obtaining isolated Form G without 

any residual form of Form A was confirmed. 

Among the studied solvents, triethylamine is shown to be a suitable solvent 

for the investigation of polymorphic nucleation of PZQ, showing dependence on 

the use of pre-filtration and agitation of the medium for the cooling crystallization 

experiments. A second anhydrous form was prepared by crystallization using TEA 

with no agitation, named Form H. The new Forms G and H were characterized 

by PXRD and DSC/TGA. Form G has a higher melting point than forms B, C, 

and H. Within the 50 days during which PXRD and DSC analyses of Form G 
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were periodically performed, no changes or transformations were observed. On the 

other hand, Form H appears to be the less stable form. 

By changing the type of solvent and the experimental conditions for 

crystallization, the reported Forms B and C, the two hydrated forms, and the 

acetic acid solvate were prepared. The recently reported hydrated form was 

identified as another hemihydrate (PZQ-HH2) by thermal analysis and KF 

determination, being produced more efficiently by cooling crystallization in 

methanol and ethanol aqueous mixtures. Mixtures with a low percentage of water 

do not allow obtaining PZQ-HH2, whereas solutions with 30-40% of water in 

methanol and 40-50% of water in ethanol are suitable for the preparation of this 

hemihydrate. 

This work also demonstrated that classic cooling crystallization is a more 

effective method to screen polymorphs and identify new solid forms than those 

obtained from more complexes and less reproducible techniques, such as 

mechanochemical grinding. 
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Chapter 5 

Solubility Determination and 

Crystallization of Praziquantel 
 

This chapter presents the experimental work carried out for praziquantel 

(PZQ). First, using a medium-throughput screening device (Crystal16™), PZQ 

solubility in different organic solvents was determined. This preliminary study is 

essential for choosing the solvent used in the crystallization process. Next, an 

experimental investigation is presented based on the results obtained for different 

batches, using in situ image analysis (Blaze900 BlazeMetricsTM) to evaluate the 

process over time. 

 

 

5.1 Solubility estimation of praziquantel 

 

The Crystal16™ device was used to obtain praziquantel solubility 

measurements. Solvents were methanol, ethanol, 1-propanol, 1-butanol, acetone, 

DMA, toluene, acetonitrile, dioxane, and THF. 

Different microvials of 1.5 mL (11.5 mm diameter, flat-bottomed) 

containing different amounts of PZQ and solvent were used. Vials containing 

excess solids were initially used in all determinations in order to start at a cloud 

point (0% of laser transmission).  
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The mass of praziquantel and solvent added to each vial was determined 

by weighing in Mettler Toledo’s AX205DR DeltaRange analytical balance with a 

readability of 0.01 mg. The suspensions were at least 5℃ below the desired 

starting temperature. The vials were also properly sealed using parafilm around 

the caps to avoid any possible solvent loss by evaporation. 

The vials were placed in the Crystal16 and maintained at the same 

temperature for 15 minutes, ensuring the experiment started from the cloud point. 

After this time, the temperature was increased by 5 degrees, defining the starting 

temperature of each experiment, and the slurry was stirred for another 30 minutes. 

After this equilibration time, the temperature programming method was started. 

  The principle of determining solubility takes place by heating at a slow 

temperature ramp until a clear point is reached, defined as the first point at which 

all crystals disappear, obtaining an increase in light transmission through each 

vial up to 100% of laser transmission. 

During the heating stages, the suspension was slowly heated at a rate of 

0.1 °C/min to ensure it was approximately in equilibrium. Figure 5.1 presents a 

typical method. Triplicate measurements were used in each run, which was 

possible by performing heating-cooling cycles. In the cooling stages, a faster ramp 

was used (-3 °C/min) to facilitate the nucleation and consequent recrystallization, 

reaching a new cloud point to be subjected again to a heating stage for a new 

measurement of the solubility temperature. 
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Figure 5.1 - Temperature programming method in Crystal16. The red arrow 
indicates a heating step and the respective heating rate (0.1 °ܥ/݉݅݊) and the 

blue arrow indicates a cooling step and the respective cooling rate (−3 °ܥ/݉݅݊ ). 

 

Figure 5.2 presents an example of the experimental result for the solubility 

of PZQ in methanol. Compared to the first reading, excellent agreement is 

obtained for the following determinations after the cooling stages. 

 

 

Figure 5.2 - Solubility measurement result for PZQ in methanol using Crystal16. 
The pink lines represents the experimental transmission and the blue lines the 
performed temperatures. The red circles indicates the change in transmission to 

100% (clear point). 

 

 

5

15

25

35

45

55

65

0 5 10 15 20 25

Te
m

pe
ra

tu
re

  (
⁰C

)

time (hours)

-3°C/min
0.1°C/min

0

20

40

60

80

100

5

15

25

35

45

55

65

0 5 10 15 20 25

Tr
an

sm
is

si
on

 (%
)

Te
m

pe
ra

tu
re

(⁰
C)

time (hours)



105 
 

The triplicate determination can only be effectively applied to stable 

polymorphs that do not crystallize in another form after the following nucleation 

events. The polymorphism screening studied in Chapter 4 ensures that the 

commercial PZQ (Form A) was obtained in the determinations using all solvents 

studied except for DMA. For DMA, the following recrystallization events led to 

another form (PZQ-DMA), confirmed by PXRD. Therefore, only one 

determination per sample is possible using DMA. 

In order to obtain a thermodynamic model for each studied system, the 

following methodology, inspired by the procedure described in Nicoud et al., was 

used149: 

1. Measure the solubility at some points from Crystal16 runs. 

2. Measure the solid-state properties from DSC analysis. 

3. Calculate the experimental activity coefficients using the modified 

Van’t Hoff equation (Eq. 5.1) and the determinations in 1 and 2. 

 

௣ߛ =
1

௣ݔ
exp ൭

௙ܪ߂

ܴ
ቆ

1
௙ܶ

−
1
ܶ

ቇ൱ (5.1) 

 

where ݔ௣ and  ߛ௣ denote the PZQ molar fraction and activity coefficient, 

respectively; ܪ߂௙ is the molar enthalpy of fusion. 

 

4. Fit the interaction coefficients of the thermodynamic model. In this 

work, the Wilson method was employed to describe the variations of 

the activity coefficient with temperature and molar composition: 

 

ln൫ߛ௣൯ = − ln൫1 − ௦൯ݔ ௦௣ܣ − ௦ݔ ቈቆ
௦௣ܣ௣ݔ

1 − ௦ݔ ௦௣ܣ
 ቇ − ቆ

௣௦ܣ௦ݔ

1 − ௣ݔ ௣௦ܣ
 ቇ቉ (5.2) 
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where the index ݌ denotes the PZQ (solute) and s the solvent. The solvent mole 

fraction is given by  ݔ௦ = 1 −  ௣௦ are the binary interactionsܣ ௦௣ andܣ ௣, andݔ

parameters expressed by 

 

௦௣ܣ = 1 − ௦ܸ

௣ܸ
݌ݔ݁ ൬−

௦௣݃߂

ܴܶ ൰ (5.3) 

 

௣௦ܣ = 1 − ௣ܸ

௦ܸ
݌ݔ݁ ൬−

௣௦݃߂

ܴܶ ൰ (5.4) 

 

where ݃߂௦௣ and ݃߂௣௦ [݈݋݉/ܬ] are the binary interaction coefficients to be 

estimated. The parameter estimation was performed using a Generalized Reduced 

Gradient algorithm, minimizing the objective function: 

 

Ω(݃߂௦௣, (௣௦݃߂ = ෍ ൫ߛ௣,௜
௘௫௣ − ௣,௜ߛ

௖௔௟௖൯ଶ
ே೐ೣ೛

௜ୀଵ

 (5.5) 

 

where ߛ௣,௜
௘௫௣ is the activity coefficient determined in step 2 (Eq. 5.1, and ߛ௣,௜

௖௔௟௖ by 

Eq. 5.2). 

 

5. Calculate the solubility  ݔ௣ by Eq. 5.1. The equation is implicit in ݔ௣. 

  

The estimated parameters are shown in Table 5.1. Figure 5.3 present the 

experimental activity coefficients and the fit adopted. Figures 5.4 and 5.5 show 

the experimental solubility compared to the calculated values by the model. The 

solubility is expressed in molar fraction (ݔ௣) and in [g of PZQ / g of solvent]. 
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Table 5.1 – Estimated binary interaction coefficients 

PZQ / ݃߂௦௣ (݈݋݉/ܬ)  ݃߂௣௦  (݈݋݉/ܬ)  

methanol 1797.87 2191.43 

ethanol 1008.89 2103.84 

1-propanol 2374.67 846.52 

1-butanol 2591.69 416.67 

acetone -3775.34 10301.30 

DMA -5028.93 5194.01 

toluene -3686.89 47777.61 

acetonitrile -397.49 3181.35 

dioxane -5845.65 11525.37 

THF -6057.13 11394.73 

 

From the described methodology, using the Van't Hoff equation with 

Wilson's model for the activity coefficient, a good fit to the experimental data is 

obtained. Appendix B reports the comparison of the values obtained with other 

literature data150-152. Solubility in THF and dioxane had not been studied 

previously. Good agreement exists with the data obtained in previous studies for 

the compared cases, except for crystallization in toluene. Toluene can lead to the 

crystallization of Form C. In this study, however, Form A was ensured to be 

obtained after recrystallization for the remaining determinations in toluene. 

Therefore, this highlights the importance of checking the polymorph when 

determining solubility. 

Furthermore, the methodology proposed here using a medium-throughput 

system provides faster results. It uses less material to determine solubility than 

traditional methods, such as the isothermal saturation method used by Li et al.151 

and Liu et al.152. 
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Figure 5.3 – Experimental (dots) vs. calculated activity coefficients (solid lines) 
of PZQ in different solvents. 
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Figure 5. 4 – Solubility data (dots) vs. calculated curves (solid lines) of PZQ in 
methanol (blue), ethanol (red), 1-propanol (green), 1-propanol (yellow), and 

acetone (pink). 
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Figure 5. 5 - Solubility data (dots) vs. calculated curves (solid lines) of PZQ in 
DMA (blue), toluene (red), acetonitrile (green), dioxane (yellow), and THF 

(pink). 
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From the determined solubility curves, ethanol and methanol are the best 

candidates for cooling crystallization. We reached this conclusion by evaluating 

the conditions for a theoretical yield of 90%. Both solvents provided the lowest 

energy consumption (lower required ΔT, 36 ℃ for methanol and 38 ℃ for ethanol). 

Although the results suggest that methanol should perform best, the difference is 

minimal. Also, due to the high toxicity of this solvent, ethanol was the solvent 

chosen for carrying out the crystallization experiments presented in Section 5.2. 

 

5.2 Experimental investigation of unseeded batch 

cooling crystallization of praziquantel 

 

 PZQ crystallization was performed in Mettler Toledo's EasyMax 102 

reactor using a 100 mL two-piece glass reactor equipped with a PTFE cover and 

an overhead pitch-blade impeller. The agitation rate was 400 rpm in all 

experiments. The liquid phase was monitored using online attenuated total 

reflection Fourier transform infrared (ATR-FTIR) spectroscopy using Mettler 

Toledo's ReactIR 15 equipped with a 6.3 mm AgX DiComp probe. 

The crystalline phase was monitored by online microscopy using a Blaze900 

probe (BlazeMetricsTM). The probe detects crystals above approximately 2 μm. 

Images were taken throughout the experiment. The saving of images can be 

independently chosen from its measurement duration, and we used a rate of 2 

images per minute. 

Blaze900 determined chord length distribution (CLD) data from the 

images obtained. The number of chords measured proportional to their probability 

of measurement, as well as scanning technologies like FBRM®. Compared to 

FBRM®, Blaze900’s image-based measurements are inherently weighted by the 

chord length. It can be evidenced when analyzing a spherical particle. Chords 

close to the diameter will be more likely to be measured because there is more 
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available area and, thus, a greater probability of the chord measurement. In 

contrast, smallest chords, corresponding to the edges of the sphere are less likely 

to be measured because less corresponding area in the images is available for 

measurement (less probability of measurement). Therefore, the chord length 

naturally weights the acquired data. 

Thus, to use measurements compatible with those acquired by FBRM®, 

in this work, the cube-weighted mean length and cube-weighted chord counts will 

be used as measurements in this work. Such measurements would be compatible 

with the square-weighted mean chord length (SWMCL) and square-weighted 

chord counts (SWCC) of FBRM®, respectively. The SWCC was chosen in this 

work to represent the number of crystals137. In seeking to adopt the same 

nomenclature, in this work, SWMCL and SWCC are used, but considering 

Blaze900 technique, the selection was made "cube weighted,” as previously 

explained. 

The chord lengths were determined by the length of a line that cross the 

particle between any two edge points. All the chord length measurements were 

within a size range of 2 – 700 μm, sorted into 80 size ranges (number of bins). 

The SWCC was calculated by 

 

ܥܥܹܵ =  
∑ ݊௜ ߣ௜

ଶ௄
௜ୀଵ

∑ ܭ/1 ௜ߣ 
ଶ௄

௜ୀଵ
 (5.6) 

 

where ݊௜ is the number of chords in an individual bin (chord counts), ߣ௜ is the 

midpoint of an individual bin [݉ߤ], and ܭ is the number of bins. 

The SWMCL was determined by 

 

ܮܥܯܹܵ =  
∑ ݊௜ ߣ௜

ଷ௄
௜ୀଵ

∑ ݊௜ ߣ௜
ଶ௄

௜ୀଵ
 (5.7) 
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In order to obtain further elucidation about the cooling crystallization of 

praziquantel in ethanol, we first evaluated the system by performing experiments 

in which complete information could be obtained. Allied with this is the concern 

with not using experimental steps that would consume much raw material, given 

its low availability. Thus, Figure 5.6 presents the design adopted for the 

performing experiments. 

 

 

Figure 5.6 – Experimental strategy for the praziquantel cooling crystallization: 1 
→ 2: nucleation by reaching the metastable limit; 2 → 3: cooling crystallization; 

3 → 4: decrease in supersaturation by heating; 4→ 1: dissolution 
(undersaturated condition). Dotted curve: metastable zone limit. Solid curve: 

solubility. 

 

For all experiments, the initial cooling step from clear solution took place 

with the same slow cooling ramp to allow determination of the metastable zone 

width (MSZW). Therefore, the experiments were unseeded, in which cooling 

crystallization (path 2→ 3) occurred after reaching the limit (2) of the metastable 

zone (dotted curve in Figure 5.6). Subsequently, we carried out a heating stag to 

decrease the supersaturation, but stay in the metastable zone (path 3 → 4). Then, 

the heating led to the solubility curve (solid curve in Figure 5.6) crossing using a 
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moderate heating ramp performed, reaching an undersaturation condition (path 

4 → 1) until complete dissolution. 

Table 5.2 presents the experimental conditions for the analyzed 

experiments. The mass of solvent used in all experiments was 60 g of ethanol. 

 

Table 5.2 – Experimental conditions for the praziquantel crystallization 

Experiment ௜ܶ 
(℃ ) 

 ௜ (g PZQܥ
/ g ethanol) 

 1ܴܥ
(℃/min ) 

 2ܴܥ
(℃/min ) 

 ܴܪ
(℃/min ) 

Exp1 20 0.050 0.2 0 0.5 

Exp2 27 0.075 0.2 0.1 0.2 

Exp3 33 0.100 0.2 0.2 0.4 

Exp4 37 0.150 0.2 0.2  0.5 

 

In addition, the same initial solution was subjected to a calibration step 

for concentration measurements in all experiments. This step is important since 

the absorbance data also depends on the temperature. For better accuracy of the 

calibration model, isotherms were determined for the original solution. Figure 5.7 

presents a calibration scheme performed before the crystallization run in Exp1. 

After this step, the clear solution was set at the initial temperature (point 1 in 

Figure 5.6) to start the crystallization batch. 
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Figure 5. 7 – Temperature profile for the calibration of concentration for Exp1 

Figure 5.8 summarizes the results obtained for Exp1. In point A, the 

beginning of crystallization is indicated by observing the first crystals to appear 

in the images. Although it is impossible to determine the nuclei size because only 

particles larger than 2 µm can be detected, this point will be adopted as an 

approximation to the metastable limit in this study. The evaluation of this point 

would be better established using the non-weighted chord counts (NWCC) to not 

diminish the contribution of the tiny crystals in the chord counts. However, 

similar trends were observed for NWCC and SWCC. The evolution of 

crystallization is perceived by the increase in chord length and counts, as 

illustrated in the images of points B and C. The solute concentration is lower in 

Exp1 than in the other experiments, implying a lower driving force (i.e., 

supersaturation). It justifies the formation of particles of smaller average size, 

which is also reflected by the lower SWMCL values. It justifies the formation of 

particles of smaller average size, which is also reflected by the lower SWMCL 

values. Although we know that the mean chord length did not perfectly represent 

the crystal size, for the experiments carried out here, its trend can be considered 

a good approximation to the crystal size’s trend. 
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Figure 5.8 shows the existence of agglomeration of the smaller crystals. In 

D, the appearance of spherically agglomerated crystals is perceived, being the 

presence of spheres mostly seen in point E. When analyzing the experimental 

data, this is well explained by the increase in mean chord length and decrease in 

chord counts, which characterize agglomeration in larger particles, i.e., spherical 

agglomerates. At point F, when the heating step was already active, there were  

an increase in SWCC and a decrease in SWMCL due to the deagglomeration of 

the agglomerates into individual crystals. As heating progresses, dissolution is 

observed by crystals’ shrinkage (point G) until total disappearance (point H), 

thus returning to the same solution present at the initial batch time. 

 

 

Figure 5.8 - Experimental trends of Exp1 for PZQ crystallization: SWMCL 
(green), SWCC (purple), temperature (red). Images obtained by online 

microscopy (A to H) are indicated. 
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Figure 5.9 presents the results obtained for Exp2. Again, the beginning of 

particle formation is detected at point A, indicated by the increase in SWMCL 

and SWCC. The formation of spherical agglomerates was also observed. At point 

E, the decrease in chord counts and the increase in mean chord length to a high 

value are evidenced by the large clusters, making the proper interpretation of such 

data difficult. Given these phenomena, we decided to include a short period using 

a fast heating rate (5 ℃/݉݅݊) to reduce the particles' size. Again, the 

deagglomeration exhibited a rapid response upon heating, in which large 

agglomerates were almost completely eliminated with the fast heating rate (point 

F). Afterward, the experiment followed the initial heating rate (0.2 ℃/݉݅݊), in 

which the dissolution occurred by the decrease of the crystal’s size (points G and 

H). 
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Figure 5.9 - Experimental trends of Exp2 for PZQ crystallization: SWMCL 
(green), SWCC (purple), temperature (red). Images obtained by online 
microscopy (A to H) are indicated. 

 

The results of Exp3 are shown in Figure 5.10. For this experiment, the 

calibration step is shown just for illustrative purposes. During the calibration step, 

crystallization occurred, which is indicated by the increase in chord counts and 

mean chord length. Since the concentration used in this experiment was already 

high, one would expect that, at very low temperatures, nucleation could occur. In 

this case, the  time at zero degrees was enough to reach the induction time. The 

temperature was increased to circumvent this problem and the calibration step 

continued until a clear solution was guaranteed again. 
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Figure 5.10 - Experimental trends of Exp3 for PZQ crystallization: SWMCL 
(green), SWCC (purple), temperature (red). Images obtained by online 

microscopy (A to H) are indicated. 

 

Under this conditions of supersaturation, the phenomenon of nucleation 

seems to compete with agglomeration, which is evident at point D in Figure 5.10, 

corresponding to a maximum for SWCC, but was reached with a decrease in the 

average particle size. This trend reversed at point E, in which the images shows 

that the spherical agglomerates appeared expressively, decreasing the number of 

particles and increasing their average size. 

Exp4 was the one that presented the least similar behavior when compared 

to the other experiments (Figure 5.11).  
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Figure 5.11 - Experimental trends of Exp4 for PZQ crystallization: SWMCL 

(green), SWCC (purple), temperature (red). Images obtained by online 
microscopy (A to H) are indicated. 

 

Initially, the formation of spherical agglomerates was not perceived in 

Exp4, which shows that the temperature and supersaturation of the medium 

influence their occurrence. These are the only conditions different from the other 

experiments, as they were all performed in similar uniform fluid dynamic 

conditions. Agglomerates (points D and E) still existed, but no longer in spherical 

form but as star-shaped ones. A lesser degree of agglomeration is evidenced, and 

the isolated crystals were larger than those in the previous experiments. Around 

t = 3.9 h (shortly before point F), agglomeration had its most pronounced effect 

due to the decrease in SWCC and a significant increase in SWMCL. At point F, 

deagglomeration was observed due to heating, where individual crystals were 

mainly obtained, without any star-shaped agglomerates. 
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In conclusion, in all experiments, the sensitivity of deagglomeration to the 

heating effect is perceptible for the studied system. It can be measured with good 

agreement by the decrease in SWCC and increase in SWMCL for all cases. 

Once again, online microscopy proved valuable and adequate for 

monitoring these processes. Explaining the phenomena during the experiments 

was possible based on the experimental evidence acquired with this technique. 

Thus, the experiments could provide important information about the 

crystallization of praziquantel in ethanol, such as determining MSZW and 

obtaining modeling that considers the agglomeration phenomena. 

It is worth mentioning the obtaining of spherically agglomerated crystals 

in Exp1, Exp2, and Exp3. Although it is difficult to handle from a modeling point 

of view, especially for agglomeration terms in a population balance approach, 

spherical crystallization can be operationally desired due to the formation of 

regular-shaped particles, which facilitates downstream steps such as filtration. For 

the case of APIs like PZQ, where individual needle-like crystals are observed, 

spherical crystallization can be attractive. It can be related to a property of 

agglomerate aging: if the growth rate is greater than the agglomeration rate, the 

agglomerates can be aged to this spherical form.  
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Chapter 6 

Conclusions and Future Directions 
 

The present work combines advances in cooling crystallization processes 

both from a modeling and control point of view and from an experimental point 

of view. Although in different focuses, this study highlights the vast application 

of this technique, whether for controlling the size and shape of crystals in 

industrial processes or discovering new polymorphic forms. 

The crystallization processes by cooling the inorganic salts K2SO4 and KDP 

allowed the development of mathematical modeling via population balance using 

ex-situ image analysis data. A sampling loop was used continuously during the 

processes. The good prediction obtained by the developed models regarding the 

moments of the size distribution shows that this technique proved suitable for 

monitoring these processes. Also, a methodology for estimating crystallization 

kinetics parameters was developed based on image analysis measurements. For 

crystallization processes, it is a common practice to use information about the 

crystalline phase in the objective function only for some points in the batches, 

usually using CSD data at the end of the experiment. Although it provides 

complete information on the CSD, using the data in just a few points can impair 

the understanding and proper estimation of parameters in cases where dynamics 

are more challenging to capture. In this work, even using the moments of the 

distributions (and not the complete CSD), the fact of introducing in the objective 

function the measures of all the variables present in the model throughout the 
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entire process (data in each sampling interval) presents an effective approach for 

validating and obtaining a digital twin for the operations studied. 

Even though it does not represent the entire CSD, the rapid acquisition of 

measured values for these variables at every sampling time, using the interface 

implemented in the image analyzer, decreases the numerical solution’s complexity 

when solving the equations of moments. Thus, it facilitates the proposition for 

schemes of online feedback control. 

Size and shape control schemes were investigated through deterministic 

simulations to produce crystals of desired criteria for different control targets. In 

the control study for the crystallization process of K2SO4, the use of predictive 

control based on empirical modeling via recurrent neural networks framework was 

explored, showing the potential application of machine learning in which it is 

possible to capture the dynamics of processes and achieve the desired control 

targets for the crystals. 

For KDP crystallization, a bivariate PBM incorporating nucleation and 

growth (in supersaturation conditions) and dissolution and disappearance (in 

undersaturation conditions) was obtained. The presented optimal control strategy 

application is experimentally suitable for closed-loop control, calculating the 

temperature setpoints based on the optimal supersaturation policies. This 

approach is expected to be applied to different compounds and measuring 

techniques to investigate the mass, size, and the crystal shape. 

The investigation of praziquantel polymorphism using systematic 

crystallization techniques was performed for the first time. The study for 

praziquantel specifically led to the discovery of two new anhydrous forms and one 

solvate. However, the study generally presents a systematic methodology that 

aids the cooling crystallization technique to maintain its crown concerning the 

polymorphic investigation. Although many techniques via mechanochemistry are 

currently being explored to obtain cocrystals and new forms, the study shows that 

using crystallization by cooling with a due experimental screening of essential 
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factors can lead to better results from the point of view of crystallinity, yield, and 

cost in the adopted procedures. Namely, selecting the solvent and propitiating 

nucleation in different scenarios (agitation, pre-filtration of the mother solution, 

and rate of supersaturation generation) proved crucial for obtaining different 

polymorphs. The present study also points explicitly out that vapor diffusion 

experiments have great potential to be combined with the crystallization 

technique, especially from the point of view of the desolvation phenomenon. 

From the point of view of the pharmaceutical engineering, the discovery of 

new anhydrous forms G and H and the evaluation of the PZQ-HH2 hydrate are 

important, making it possible to obtain new formulations after due investigation 

of these new solid forms. Biopharmaceutical properties should be investigated for 

this, highlighting the determination of water saturation solubility, intrinsic 

dissolution rate, physical stability, and in vitro and in vivo bioactivity against 

Schistosoma (e.g., S. mansoni). Especially Form G has great potential since it has 

good physical stability, being more stable than the other forms but less than the 

A form. It would allow for a more favourable water solubility and dissolution rate, 

producing good activity levels using a less therapeutic dose. 

PZQ solubility data in different organic solvents were made possible using 

a medium throughput screening, in which small amounts of solute are spent using 

microvials. The subsequent investigation of praziquantel crystallization mapped 

favorable conditions for spherical crystallization, using the SWCC and SWMCL 

variables (for analyzing cube-weighted images) representative of the process, 

especially for evaluating the agglomeration phenomenon. Even under this 

phenomenon, the agglomeration response to the increase in temperature has a fast 

dynamic, allowing the complete elimination of agglomerates and preserving the 

average size of the crystals.  

In this way, the advances in cooling crystallization obtained in this thesis 

can be used in crystallization processes in their different conception phases, 

focusing on the optimal operation or developing new formulations. As future 
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suggestions for the studies carried out, the following venues can be explored as a 

continuation of this thesis. 

 

1. Exploring the crystallization of praziquantel: First, elucidating 

the agglomeration phenomenon is essential, especially concerning the 

evaluation of spherical crystallization for this process. Obtaining 

representative phenomenological modeling that considers nucleation, 

growth, agglomeration/deagglomeration, and dissolution is important 

for this purpose, especially from the point of view of agglomeration 

control. Moreover, using convolutional neural networks (CNN) is 

attractive for extracting image features for detection and control. 

 

2. Exploring the polymorphism experiments on different scales: 

In addition to crystallization in microvial crystallizers, investigating 

polymorphism on a larger scale can allow comparison and investigation 

of the volume effect. The systematic study can therefore be applied to 

praziquantel, given the systematics adopted in this study. 

 
3. Determination of biopharmaceutical properties and bioactivity 

of the new PZQ polymorphs: Determining water solubility, in vitro 

and in vivo bioactivities, and physical stability of Forms G, H, and PZQ-

HH2 is essential to decide whether these forms can significantly impact 

the PZQ formulation to reduce the therapeutic dose and guarantee good 

bioavailability. 

 
4. Validating the developed size and shape control schemes 

experimentally: The experimental validation of the control schemes in 

the experimental apparatus of the present research group is important 

to make it possible to investigate different scenarios and obtain accurate 

results for the control of size and shape. This study may be carried out 
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initially using the studied inorganic salts. However, with the proper 

modeling chosen, the control frameworks can be extended to other 

processes. 

 
5. Integrating the simulated moving bed with the crystallization 

unit for praziquantel crystallization: The praziquantel (PZQ) 

studied in this work is the commercial form, which is a racemate. 

However, only the R enantiomer (R-PZQ) is bioactive. In the present 

research group, works were dedicated to studying the separation of 

enantiomers via a simulated moving bed. Therefore, integrating the 

processes to obtain the crystallization of the R-PZQ after the separation 

becomes interesting. A concentration step (solvent removal) of the (R)-

PZQ stream coming from the SMB must be established before the 

crystallization step. The crystallization of (R)-PZQ in batch cooling 

using image analysis can thus be used to develop modeling and control 

the size and shape of the crystals in the process, using the methodology 

developed and validated in the present study. 

 
6. Extending the polymorphism study of praziquantel to the pure 

bioactive enantiomer (R-PZQ): There are no studies in the 

literature investigating the polymorphism of R-PZQ. So far, only two 

crystalline forms as hydrates have been reported for this compound. 

Therefore, searching for the crystallization of anhydrous forms and 

investigating the existence of other polymorphs is crucial to enhance this 

API formulation. 
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[132]   Rajagopalan, A. K., Bötschi, S., Morari, M., Mazzotti, M. (2018). Feedback 
Control for the Size and Shape Evolution of Needle-like Crystals in 
Suspension. II. Cooling Crystallization Experiments. Crystal Growth & 
Design, v.18, pp. 6185-6186. 

[133]   Kwon, JSI., M. Nayhouse, P. D. Christofides and G. Orkoulas, "Modeling 
and Control of Crystal Shape in Continuous Protein Crystalization, 
Chemical Engineering Science 2014, v.107, p.47-57. 

[134]   Kwon, JSI., M. Nayhouse, G. Orkoulas and P. D. Christofides, Crystal 
Shape and Size Control Using a Plug Flow Crystallization Configuration, 
Chemical Engineering Science 2014, v. 119, p. 30-39. 

[135]   Gunawan, R.; Fusman, I.; Braatz, R. D. High Resolution Algorithms for 
Multidimensional Population Balance Equations. AIChE Journal, 2004, 50 
(11), 2738-2749. 

[136]   Yang, G; Kubota, N.; Sha, Z.; Louhi-Kultanen, M. Wang, J. Crystal Shape 
Control by Manipulating Supersaturation in Batch Cooling Crystallization. 
Crystal Growth & Design 2006, 6 (12), 2799-2803. 

[137]   Grover M. A.; Griffin D. J.; Tang X.; Kim Y.; Rousseau R. W. Optimal 
feedback control of batch self-assembly processes using dynamic 
programming. Journal of Process Control 2020, 88, 32-42. 
https://doi.org/10.1016/j.jprocont.2020.01.013 

[138]   Toro, R., Kaduk, J, Delgado, M, de D, G.D. Structural characterization of 
praziquantel: a broad spectrum anthelmintic, in powder diffraction. ICDD 
Annual Spring Meetings. Powder Diffr. , 2014, 29 (2), 206–207. 

[139]   Allesø, M.; van den Berg, F.; Cornett, C.; Jørgensen, F. S.; Halling-
Sørensen, B.; de Diego, H. L.; Hovgaard, L.; Aaltonen, J.; Rantanen, J. 



141 
 

Solvent Diversity in Polymorph Screening. Journal of Pharmaceutical 
Sciences 2008, 97 (6), 2145–2159. https://doi.org/10.1002/jps.21153. 

[140]   Gu, C.-H.; Li, H.; Gandhi, R. B.; Raghavan, K. Grouping Solvents by 
Statistical Analysis of Solvent Property Parameters: Implication to 
Polymorph Screening. International Journal of Pharmaceutics 2004, 283 
(1–2), 117–125. https://doi.org/10.1016/j.ijpharm.2004.06.021. 

[141]   Braun, D. E.; Gelbrich, T.; Kahlenberg, V.; Tessadri, R.; Wieser, J.; 
Griesser, U. J. Stability of Solvates and Packing Systematics of Nine 
Crystal Forms of the Antipsychotic Drug Aripiprazole. Crystal Growth & 
Design 2009, 9 (2), 1054–1065. https://doi.org/10.1021/cg8008909. 

[142]   Kons, A.; Be ̅rziņš, A.; Actiņš, A.; Rekis, T.; van Smaalen, S.; Mishnev, A. 
Polymorphism of R-Encenicline Hydrochloride: Access to the Highest 
Number of Structurally Characterized Polymorphs Using Desolvation of 
Various Solvates. Crystal Growth & Design 2019, 19 (8), 4765–4773. 
https://doi.org/10.1021/acs.cgd.9b00648. 

[143]   Liu, Y.; Zhang, X.; Zhou, L.; Du, S.; Wu, S.; Gong, J. Development and 
Structure Analysis of Crystal Forms of Apabetalone: Solvates and 
Polymorphs. Crystal Growth & Design 2021, 21 (7), 3864–3873. 
https://doi.org/10.1021/acs.cgd.1c00187. 

[144]   Yang, P.; Qin, C.; Du, S.; Jia, L.; Qin, Y.; Gong, J.; Wu, S. Crystal 
Structure, Stability and Desolvation of the Solvates of Sorafenib Tosylate. 
Crystals 2019, 9 (7), 367. https://doi.org/10.3390/cryst9070367. 

[145]   Vangala, V. R.; Chow, P. S.; Tan, R. B. H. The Solvates and Salt of 
Antibiotic Agent, Nitrofurantoin: Structural, Thermochemical and 
Desolvation Studies. CrystEngComm 2013, 15 (5), 878–889. 
https://doi.org/10.1039/C2CE26575C. 

[146]   Burger, A.; Ramberger, R. On the Polymorphism of Pharmaceutical and 
Other Molecular Crystals. I. Microchim. Acta 1979, 72, 
259−271.https://doi.org/10.1007/BF01197379  

[147]   Burger, A.; Ramberger, R. On the polymorphism of pharmaceuticals and 
other molecular crystals. II. Microchim. Acta 1979, 72, 273−316. 
https://doi.org/10.1007/BF01197380. 

[148]   Yu, L. Inferring Thermodynamic Stability Relationship of Polymorphs 
from Melting Data. Journal of Pharmaceutical Sciences 1995, 84 (8), 966–
974. https://doi.org/10.1002/jps.2600840812. 

[149]   Nicoud, L.; Licordari, F.; Myerson, A. S. Estimation of the Solubility of 
Metastable Polymorphs: A Critical Review. Crystal Growth & Design 
2018, 18 (11), 7228–7237. https://doi.org/10.1021/acs.cgd.8b01200. 



142 
 

[150]   Sha, J.; Gong, Y.; Cao, Z.; Huang, Z.; Hu, X.; Wan, Y.; Sun, R.; He, H.; 
Jiang, G.; Li, Y.; Li, T.; Ren, B. Solid-Liquid Phase Equilibrium of 
Praziquantel in Eleven Pure Solvents: Determination, Model Correlation, 
Solvent Effect, Molecular Simulation and Thermodynamic Analysis. The 
Journal of Chemical Thermodynamics 2021, 154, 106327. 
https://doi.org/10.1016/j.jct.2020.106327 

[151]   Li, R.; Chen, X.; He, G.; Wu, C.; Gan, Z.; He, Z.; Zhao, J.; Han, D. The 
Dissolution Behaviour and Thermodynamic Properties Calculation of 
Praziquantel in Pure and Mixed Organic Solvents. The Journal of Chemical 
Thermodynamics 2020, 144, 106062. 
https://doi.org/10.1016/j.jct.2020.106062. 

[152]   Liu, Y.; Zhang, X.; Wang, M.; Ma, Y.; Tang, W. Uncovering the Effect of 
Solvents on Solid-Liquid Phase Equilibrium of Praziquantel. Journal of 
Molecular Liquids 2020, 297, 111917. 
https://doi.org/10.1016/j.molliq.2019.111917. 

 
 
 
 

 

 

 

 

 

 

 

 

 

 



143 
 

 

 

 

Appendix A 
 

Polymorphism of Praziquantel: Analytical and 

experimental procedures and complementary 

results 

 
This appendix contains the supporting information for Chapter 4, 

consisting of instruments and analytical procedures, experimental conditions for 

the cooling crystallization screening (experimental temperatures and estimated 

concentrations employed), description of water-vapor diffusion the procedure, 

PXRD diffractograms, and DSC/TGA thermograms, and equations used for the 

estimation of the transition temperature from melting data. 
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A.1 Instruments and analytical procedures 

Powder X-ray diffraction (PXRD):  Patterns were obtained using a PanAnalytical 

X’Pert Pro diffractometer using a monochromatic Cu Kα radiation source with 

nickel filter λ = 1.5418 Å generated at 45 kV and 40 mA, with an X’Celerator 

high-speed detector. The data were obtained for 2θ between 4° and 40° with a 

step size of 0.0167° at a step time of 60 seconds for a slow scan rate (0.03556°/s). 

Zero background silicon plate was used to carry out the measurements. 

 

Thermal analyses: The DSC samples were heated at a rate of 10 oC/min from 40 

to 200 oC under nitrogen atmosphere (flow rate of 50 mL/min). In each analysis, 

about 3 mg of the samples were accurately weighted, filled into Tzero aluminum 

DSC pans (TA Instruments, USA), and crimped using aluminum lids. TGA 

Samples (10 mg) were weighed in Platinum-HT pans and analyzed from 25 to 200 

oC at a rate of 10.0 oC/min. The nitrogen flow rate was 40 mL/min for the balance 

gas and 60 mL/min for the sample gas. 

 

Karl Fischer (KF) coulometric titration: Hydranal™ Water Standard 1.0 (1 mg/g) 

was used to check the procedure accuracy. In order to minimize the error in 

titration, about 10 mg of the solid samples (hydrate crystals) were previously 

dissolved in 1 mL of anhydrous methanol. About 0.5g of the solution was 

accurately weighted for each titration analysis. A blank analysis using pure 

anhydrous methanol (the same used right before sample preparation) was 

performed before any determination. 

SEM: Double-coated conductive carbon tape was glued to conventional SEM 

stubs. The samples were coated with an ultra-thin layer (~10 nm) of Au-Pd (Gold 

and Platinum electrode) by sputter coating. 
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A.2  Cooling crystallization screening  

Table A. 1 - Experimental temperatures for the cooling crystallization screening 
from single solvents 

Solvent 

Initial saturation 
temperature (oC) 

Final set 
temperature 

(oC) Low High 

Acetone 20 40 -10 

Methanol 20 50 -10 

Ethanol 20 60 -10 

1-Propanol 20 60 -10 

Isopropanol 20 60 -10 

1-Butanol 20 60 -10 

Ethyl acetate 20 60 -10 

Dimethylformamide 20 60 -10 

Dimethylacetamide 20 60 -10 

Tetrahydrofuran 20 50 -10 

Acetonitrile 20 60 -10 

Toluene 20 60 -10 

1,4-dioxane 30 60 14 

Acetic Acid 30 60 17 

Triethylamine 20 60 -10 

Dichloromethane 5 25 -10 

Anisole 20 60 -10 

Dimethyl sulfoxide 40 60 20 

2-butanone 20 60 -10 
 

The estimated concentration of praziquantel (mass of praziquantel per 1 

mL of solvent) obtained from approximate solubility tests are reported in Table 

A.2. 
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Table A. 2 - Estimated concentration of praziquantel employed in the screening 
experiments 

Solvent 

Estimated concentration 
(mg of PZQ / mL of 

solvent) 

Low High 

Acetone 60 128 

Methanol 86 647 

Ethanol 54 415 

1-Propanol 58 450 

Isopropanol 41 220 

1-Butanol 50 390 

Ethyl acetate 49 116 

Dimethylformamide 124 448 

Dimethylacetamide 133 510 

Tetrahydrofuran 150 414 

Acetonitrile 56 496 

Toluene 55 248 

1,4-dioxane 137 445 

Acetic Acid 84 638 

Triethylamine 58 328 

Dichloromethane 32 135 

Anisole 147 420 

Dimethyl sulfoxide 284 495 

2-butanone 44 128 
 

A.3 Water Vapor Diffusion Procedure 

Fresh DMA and AA solvate crystals were placed on filter paper one at a 

time. The filter paper was put inside a desiccator containing ultrapure water in 

the bottom part (see Figure A.1) and in a 20 mL vial arranged beside it. The 



147 
 

system was closed and connected to the vacuum line to promote a saturated water 

vapor atmosphere. The experiments were done in triplicate for each solvate. 

 

 
Figure A. 1 - Water vapor diffusion apparatus. 

 

A.4 PXRD diffractograms and DSC/TGA 

thermograms 

 
Figure A. 2 - PXRD pattern comparison of PZQ-AA obtained by crystallization 

in acetic acid and the simulated powder pattern of PZQ-AA (DAJCEA). 
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Figure A. 3 - PXRD pattern obtained by crystallization in toluene and TEA for 
the first screening and comparison with Forms A and C. 
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Figure A. 4 - DSC curves of Form C obtained from crystallization in toluene 
(high initial concentration and fast cooling rate, black curve) and TEA (red 

curve), and Form B obtained from crystallization in TEA (no agitation and no 
pre-filtration of solution, blue curve). 

 

 
Figure A. 5 - PXRD pattern comparison of simulated PZQ-HH (WUHQAU, 
black) and the experimental pattern obtained after water-vapor diffusion in 

PZQ-AA (red). 
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Figure A. 6 - DSC (solid lines) and TGA (dashed lines) thermograms of PZQ-
HH obtained by water-vapor diffusion experiment in PZQ-AA (red), and PZQ-

HH2 obtained by crystallization from water/methanol mixture 40:60 (blue). 

 
 

A.5  Estimation of the transition temperature from 

melting data 

 

The method proposed by Yu to determine the ௥ܶ of a pair of enantiotropic 

polymorphs was used in Section 3.2. Based on Yu’s method, the following 

expression of ௥ܶ  can be obtained1,2: 

 

௥ܶ =
௙,ଵܪ߂ − ௙మܪ߂ + ൫ܥ௣,௅ − )௣,ଶ൯ܥ ௙ܶ,ଶ − ௙ܶ,ଵ)
௙,ଵܪ߂

௙ܶ,ଵ
−

௙,ଶܪ߂

௙ܶ,ଶ
+ ൫ܥ௣,௅ − ௣,ଶ൯ܥ ݈݊ ൬ ௙ܶ,ଶ

௙ܶ,ଵ
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80

85

90

95

100

-2.5

-1.5

-0.5

0.5

1.5

40 60 80 100 120 140

W
ei

gh
t (

%
)

H
ea

t F
lo

w
 (W

/g
)

Temperature (°C)

PZQ-HH PZQ-HH2



151 
 

where ܪ߂௙,௜ and ௙ܶ,௜ are the molar enthalpy of fusion and the melting temperature 

of the form ݅, respectively (݅ = 1, 2). The index ݅ = 1 refers to the lower melting 

form, and ݅ = 2 to the higher melting form. ܥ௣,௅ and ܥ௣,ଶ are the molar heat 

capacities of the supercooled liquid and the higher melting form, respectively. 

 The four parameters ܪ߂௙,ଵ, ܪ߂௙,ଶ, ௙ܶ,ଵ, and ௙ܶ,ଶ are readily known from the 

DSC data. Using DSC data, a molar heat capacity ܥ௣ can be estimated by: 

 

௣ܥ =
ܳ

 (ݐ݀/ܶ݀)
.A)                                                                                                                     ܯ 2) 

 

where ܳ is the heat flow rate per unit of solid mass (W/g), ݀ܶ/݀ݐ is the heating 

rate (K/s), and ܯ is the molar mass (݃/݈݉݋). 

 

The estimation of ܥ௣,௅ and ܥ௣,ଶ was obtained by Eq. A.2 right after and 

right before the melting event, respectively. The transition temperatures ௥ܶ for 

the pairs B-C and G-C were calculated using Eq. A.1 with the respective melting 

data of the polymorphs. Table A.3 shows the differences ൫ܥ௣,௅ −  ௣,௦൯ for Formsܥ

B and G, used for the ௥ܶ calculations (ܥ௣,௦ refers to the heat capacity of the 

respective solid phase). For this determination, the heat flow rate signal from the 

empty pan under the same conditions was subtracted from the sample data. 

 

Table A.3 - Estimates of ൫ܥ௣,௅ −  .௣,௦൯ for Forms B and Gܥ

 

 

 

 

 

 

 

Form ൫ܥ௣,௅ − ݈݋݉/ܬ) ௣,௦൯ܥ ∙  (ܭ

B 46.86 

G 86.23 
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Appendix B 
 

Comparison of solubility data of praziquantel 

in organic solvents 

 
This appendix contains a comparação entre os dados experimentais e 

modelos obtidos nesse estudo com dados reportados na literatura. 
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Figure B. 1 - Solubility data of PZQ in methanol (g/g of methanol). 

 
 
 

 
Figure B. 2 - Solubility data of PZQ in ethanol (g/g of ethanol). 
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Figure B. 3 - Solubility data of PZQ in propanol (g/g of propanol). 

 
 
 

 
Figure B. 4 - Solubility data of PZQ in butanol (g/g of butanol). 
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Figure B. 5 - Solubility data of PZQ in acetone (g/g of acetone). 

 
 
  
 

 
Figure B. 6 - Solubility data of PZQ in DMA (g/g of DMA). 
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Figure B. 7 -  Solubility data of PZQ in acetonitrile (g/g of acetonitrile). 

 
 
 
 

 
Figure B. 8 - Solubility data of PZQ in toluene (g/g of toluene). 
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