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      A água é normalmente coproduzida juntamente com o óleo em reservatórios de 

petróleo. Durante a produção de petróleo bruto, a mistura é submetida a intensa 

turbulência, proporcionando dispersão suficiente para a formação de emulsões água-

em-óleo (A/O). A presença de emulsão A/O causa problemas práticos nos 

equipamentos industrial. A eletrocoalescência é aceita como o principal processo 

industrial para quebrar as emulsões A/O e separar as fases aquosa e oleosa. A 

aplicação de um campo elétrico alto às emulsões A/O polariza as gotas de água e 

aumenta a taxa da coalescência. A fim de melhorar o entendimento sobre os processos 

de dessalinização/ desidratação e selecionar os melhores parâmetros operacionais e 

estratégias de controle do processo, foram feitas tentativas para modelar este processo. 

Neste trabalho, o acoplamento de fluidinâmica computacional (CFD) e equação de 

balanço populacional (PBE) é usado como a ideia principal para conduzir a modelagem. 

Além disso, um novo conceito chamado “fase livre” é introduzido para modelar a criação 

da fase de água segregada (captura). Na primeira etapa do estudo, um modelo 

matemático baseado nas equações de balanço de massa, momento e populacional para 

as fases dispersa, oleosa e livre é desenvolvido para interpretar o processo de eletroco-

calcinação em batelada. Os parâmetros dos núcleos de agregação e captura são 

estimados usando os dados experimentais. Na segunda etapa do estudo, a planta piloto 

de eletrocoescência contínua é simulada pela implementação dos núcleos derivados no 

software Ansys Fluent (R). Os resultados mostram um desempenho bom dos modelos 

em predizer a separação das fases dentro dos vasos electrostáticos descontínuos e 

contínuos.  
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      Water is normally coproduced along with oil in petroleum reservoirs. During the 

production of crude oil, the mixture is subjected to intense turbulence, providing sufficient 

dispersion for the formation of water-in-oil (W/O) emulsions.  The presence of W/O 

emulsion causes practical problems in the industrial equipment. Electrocoalescence is 

accepted as the principal industrial process to break the W/O emulsions and separate 

the aqueous and oil phases. The application of a high electric field to the W/O emulsions 

polarizes the water droplets and enhances the rate of their coalescence. In order to 

improve the understanding of desalting/dehydration processes and to select the best 

operational parameters and control strategies of the process, attempts have been made 

to model this process. In this work, the coupling of computational fluid dynamics (CFD) 

and population balance equation (PBE) is used as the principal idea to conduct the 

modeling. Moreover, a new concept named “free phase” is introduced to model the 

creation of segregated water phase (capture). In the first stage of the study, a 

mathematical model based on population, mass and momentum balance equations for 

disperse, oil and free phase is developed to interpret the batch electrocoalescence 

process. The parameters of the aggregation and capture kernels are estimated using the 

experimental data. In the second stage of the study, the continuous electrocoalescence 

pilot plant is simulated by implementing the derived kernels in the Ansys Fluent (R) 

software. The results show a decent performance of the models in predicting the 

separation of the phases inside the batch and continuous electrostatic vessels. 
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Chapter 1 - Introduction 
 

Crude oil extracted from oil fields is always associated with some brine, forming a 

characteristic emulsion. The amount of water in crude oil depends on the distribution of 

phases within the reservoir, geographical location of an oil field (onshore or offshore), 

the lifespan of reservoir, extraction method and use of water for enhanced oil recovery. 

The water associated with crude oil contains minerals and salts that can cause many 

problems in refining processes [1].  

 Sodium chloride constitutes the main part of salts in crude oil. Calcium and 

magnesium chlorides are other salts present in crude oil. These salts are found in almost 

all waters co-produced with crude oil. Salts are rarely present in the organic phase of the 

crude oil, although they can be found in suspended and dissolved forms. In almost all 

cases, the salts, mostly chlorides, and sulfates are dissolved in suspended water droplets 

[2]. 

 The amount of salt is usually linked to corrosion. When crude oil is distilled, chloride 

salts are decomposed to produce hydrochloric acid, which can cause strong corrosive 

effects. Other adverse effects are sedimentation and choking in exchangers, furnaces, 

pipes, and trays of the distillation column, as calcium and strontium carbonates and 

calcium and magnesium sulfates precipitate on heat exchange surfaces. Besides removing 

saltwater, another duty of desalination unit is to eliminate impurities such as sand, clay, 

iron oxide, iron sulfate and arsenic from crude oil, as some metals are present in organic 

compounds dissolved in water-in-oil (W/O) emulsion and can cause contamination and 

deactivation of catalysts used in refining processes [1]. 

 Because of the many problems caused by the presence of salts, desalination is always 

performed in treating units up to 10-20 PTB1 and in refineries up to 1-2 PTB, before 

sending the oil to the distillation unit. Basically, if the amount of minerals is higher than 

10 PTB, then the crude oil must be desalinated. However, desalination is performed in 

many petroleum refineries even if the salt content is lower than this value, as salt deposits 

can cause fouling, corrosion in equipment and contamination of catalysts used in refining 

processes [3]. Electrocoalescence has been recognized as the most efficient technique to 

break W/O emulsion [4]. The most practical methods for demulsification and the 

mechanism and factors affecting the electrocoalescence process are shown in Figure 1-1. 

                                                
1 Pounds of salt per thousand barrels of crude oil 
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.  

Figure 1-1: Mechanisms and factors influencing the coalescence efficiency of 
electrostatic separation of water-in-oil dispersions [4] 
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The basis of electrostatic desalination is the injection of washing water into crude oil in 

order to dissolve and dilute the minerals and the separation of water and oil in the desalter 

vessel by a strong electric field (Figure 1-2) [5]. Various factors, such as voltage and 

frequency of the electric field, density, and viscosity of the crude oil and the volume ratio 

of wash water, affect the efficiency of the desalination process.  Besides, some materials 

can be deposited on water-oil interfaces such as asphaltene, resins, waxes, solid particles, 

clay or organic acids, and can act as emulsion stabilizers (emulsifiers). Therefore, the 

desalter must be able to break down these complex emulsions. As a consequence, the 

amount of desalination is dependent on the design of the desalter and on the operating 

conditions [6]. 

  

 

Figure 1-2: Schematic illustration of the crude oil desalting process [5] 
 
In the desalting process, first, wash water is scattered out into crude oil in a special mixing 

valve that is able to form water droplets, reducing the salt concentration in the water. If 

wash water is not added, water droplets suspended in the crude oil will not have the 

chance to encounter and coalescence with each other. Then the W/O emulsion is directed 

into the desalination tank, where an electric field enhances the rate of separation of water 

and oil [7].  

 In the desalination tank, the W/O emulsion is placed under the effect of a high voltage 

electric field. The electric field breaks the oil layer around the water droplets, enhancing 

the rate of droplets coalescence and formation of larger water drops. Then larger drops 

fall down due to gravity (sedimentation), allowing for water/oil separation and removal 

of water and salts. Thus, gradually, the number of droplets reduces, also leading to an 

increase in the distance between the suspended droplets. This means that, no matter how 
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effectively desalination is conducted, there is a minimum limit below which water cannot 

be separated [8]. 

 Several mechanisms have been proposed to explain the electrocoalescence process, 

although the most important is the three stages mechanism: (i) droplets approaching, (ii) 

film thinning/drainage and (iii) film rupture [4]. The use of the electric field on W/O 

emulsions initially causes polarization of conductive water droplets and strengthening of 

attraction forces among them. For droplets that are not too close, dipole-dipole forces are 

very small, so that this effect is negligible when the emulsion is in motion. For a pair of 

drops that are close to each other, the attraction forces can be strong and cause deformity 

of the surfaces, leading to coalescence. The main effective forces on moving droplets are 

gravity, buoyancy, drag, depletion and dipole forces [7].  

 

1.1. Description of a Typical Crude Oil Desalination Plant 

The desalting operation, depending on the characteristics of crude oil and the amount of 

allowed salt in output oil, is done by mixing crude oil with 3 to 10 percent of water (v/v 

%) at 60 to 150 °C. The ratio of water to oil and the operating temperature is a function 

of crude oil density. This mixture forms W/O emulsion that is separable by the 

electrostatic method. Heating is performed in order to decrease viscosity and surface 

tension, making the mixing of oil and wash-water easier. Heat reduces the viscosity of 

crude oil and produces an additional driving force for the collision of water droplets. In 

addition, lower viscosity speeds up the settling of water droplets within the desalter 

vessel. As shown in Table 1-1, the wash water content and the operating temperature 

depend on the density of the crude oil [9]. 

 

Table 1-1: Typical desalination operating conditions according to the API degree of crude 
oil [9] 
 

API degree Water Content (v/v %) Operating Temperature °C 
40 < API 3 - 4 60 - 125 

30 < API < 40 4 - 7 125 - 140 
API < 30 7 - 10 140 - 150 

 

Salts are dissolved in the wash water and then water and oil are separated in the separator 

vessel. The separation is performed with the application of a high potential electric field, 

which accelerates the coalescence of water droplets. The electric potential difference 
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needed usually ranges from 18 to 24 kilovolts (kV). Alternating electric fields can be 

applied in the vicinities of the oil and water interfaces. This causes efficient separation of 

water droplets at lower temperatures, consequently leading to higher energy efficiencies. 

The desalinated crude oil and separated brine exit continuously from the upper and lower 

sides of the desalter vessel, respectively. Then a single-stage desalting unit requires a too 

high amount of wash water or dilution water, two-stage desalination systems, as shown 

in Figure 1-3, can be used. In single-stage desalination units, the maximum efficiency of 

operation is close to 95%, while in two-stage units it can increase up to 99% [3].  

  

 

Figure 1-3: Typical two-stage desalting process [5] 
 
In two-stage desalting units, water, and oil flow counter-currently through the desalters, 

as freshwater first enters the second stage and the effluent water goes to the first one, 

while crude oil is fed to the first stage and then goes to the second one. Before entering 

the first desalination vessel, crude oil is mixed in the first valve with the output wash 

water from the second stage, where solutes concentration is increased. The output oil from 

this stage, with partially reduced brine concentration, is mixed in the second valve with 

the dilution water, entering into the second stage of desalination to remove the residual 

saltwater. The output desalinated oil from the second stage, as the product, exits the upper 

side of the desalter; while the separated saltwater enters the first stage as the wash water. 

The waste produced from the second stage as the final effluent is directed to the treatment 

plants [5]. 

 As the size of wash water droplets dispersed in crude oil decreases, the possibility of 

contact with the original saltwater droplets suspended in crude oil increases [1]. The 
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optimum pressure drop needed in the mixing valves to create the W/O emulsion must be 

determined empirically. Typically, the pressure drop ranges from 5 to 30psi [6]. 

Heavy crude oils with low API degrees create more stable emulsions, reducing the 

efficiency of desalination units. Moreover, crude oils with higher viscosities tend to create 

more stable emulsions, when compared to oils with lower viscosities. The emulsion of 

crude oils with high viscosities are usually very stable, making separation difficult, as the 

high viscosity hinders the movement of dispersed water droplets and consequently delays 

droplet coalescence. Besides, this type of crude oil contains higher amounts of 

emulsifiers, in comparison to lighter oils [6]. 

 

1.2. Principles of Electrostatic Desalination 

If no force is exerted on drops of a liquid suspended in another liquid, droplets tend to be 

spherical. If a high voltage electric field is applied, the drops lose their characteristics 

spherical shape. Under the effect of the electric field, positive and negative charges are 

concentrated on different drop hemispheres, located in front of oppositely charged 

electrodes [10]. 

 As shown in Figure 1-4, two adjacent polarized drops are subjected to the mutual 

electrical attraction. On the negative side of a drop, the positive side of another drop is 

located in the nearest distance. Therefore, there exists an attractive force between the two 

sides which tends to attract the drops to each other. If this force is sufficiently strong, the 

drops move and the outer layers of the drops (oil layer) is broken, allowing the droplets 

to coalesce and form a larger droplet. 

 

 

Figure 1-4: Electric forces between two conductive spheres [10] 
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A water droplet suspended between a pair of electrodes is acted upon by five forces, as 

indicated in Figure 1-5 [11]. Two of these five forces are the gravitational and hydraulic 

forces. Gravitational forces are related to the weight of the droplet and move the water 

droplet towards the bottom of the vessel. Drag forces imposed by the rising oil that flows 

through the water droplets tend to lift them towards the oil outlet.  

 

 

Figure 1-5: Effective forces during droplet coalescence process [11]  
 
If the water droplet is larger than the Stokes droplet diameter, as calculated by the 

Equation (1-1), the weight is greater than the drag and the water droplet will be separated 

from the oil [6]. 

18
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In order to maximize the desalting process performance, the electrostatic forces must be 

capable of promoting droplet coalescence to diameters greater than the Stokes diameter. 

The three electrostatic forces are the dipolar, electrophoretic and dielectrophoretic forces: 

1)  Dipole forces ( dipF ) are established by the alignment of the polar water molecules in 

the droplet and are proportional to the electric field gradient, the water droplet diameter 

and the spacing between droplets, as shown in Equation (1-2) [12]: 
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Coefficients K1 and K2 can be expressed in the form: 
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This mathematical equation is called the Dipole-Induced-Dipole approximation (DID 

model). In this equation, s is the distance between the centers of droplets V and U, while 

Vr and Ur   are the radiuses of the droplets, respectively.  is the angle established 

between the direction of the electric field ( E ) and the axis that connects the centers of 

the droplets pair and finally c  and d  are the permittivities of oil and water. The radial 

force component ( rF ) is attractive when the angle  is lower than 54.78º [13,14] and 

repulsive when 55 <   < 125.38. The tangential force component ( F ) causes a torque 

that tends to align the axis that connects two centers of the drops with the applied electric 

field [14]. 

2)  Electrophoretic forces are attractive and repulsive forces established in a uniform 

voltage field between charged droplets and the electrodes. They are proportional to the 

field strength, droplet diameter, and oil conductivity, as shown in Equation (1-4). 

( / )3 2 2 c ct
e c cF C r E e       (1-4) 

where C is a constant, while c  and c  are the viscosity and conductivity of the oil phase, 

respectively. 

3)  Di-electrophoretic forces are attractive forces established in a non-uniform field. These 

forces pull the droplet towards the highest voltage gradient and are proportional to the 

droplet diameter and the oil permittivity, as shown in Equation (1-5). 
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These three electrostatic forces are present in all desalters and can be manipulated to 

achieve enhanced coalescence and separation by altering the electrostatic voltage fields.  

As Equation (1-2) shows, the dipole force is dependent on the water droplet size and the 

spacing between them. Assuming that water droplets are uniformly sized and 

homogeneously distributed, it is easy to see that spacing is inversely proportional to the 

dispersed water volume, as shown in Equation (1-6). In this equation, s is the spacing 

between droplets and &BS W is the water content. Therefore, as the dispersed water is 

coalesced and separated from the oil, the spacing between droplets increases and the 

dipole forces decline rapidly. Equation (1-6) also shows that the spacing increases when 

the droplet radius increases. Therefore, the dipole force weakens rapidly as droplets are 

coalesced and separated from the oil. 

0.3331.333
( )

&
s r

BS W


  (1-6) 

As Equation (1-4) shows, the electrophoretic force is independent of the droplet spacing 

but is dependent on both the oil viscosity and conductivity. The electrophoretic force has 

a time constant that equals the ratio of the dielectric constant and conductivity of the oil. 

As Equation (1-4) shows, the electrophoretic force decays most rapidly in highly 

conductive oil. Therefore, the force can only be sustained by replenishing the droplet 

charge frequently.  

 As Equation (1-5) shows, the dielectrophoretic force is independent of the droplet 

spacing but is dependent on the change in field strength, which pulls the largest droplets 

into the highest field gradient. This force causes the accumulation of water in areas of the 

electrostatic field where its divergence is greatest.  

 Dipolar and di-electrophoretic forces are predominant in AC desalting processes. The 

drop-to-drop dipolar forces are greatest in the bottom of the desalter, where the water 

content is high and the droplets are closely spaced. The dielectrophoretic forces pull 

droplets to the rods used to construct the electrode arrays and thereby increase the droplet 

population and the dipolar forces. Since the electrical polarity on the AC electrodes 

reverses every few milliseconds, the electrophoretic force also reverses direction and 

exerts little influence on the coalescence process.  
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The uniform DC field established between the electrodes relies on the electrophoretic 

force to push and pull droplets in a horizontal plane between electrodes. Once a water 

droplet approaches one energized electrode, it is charged to the same polarity. Once the 

droplet is charged, the electrophoretic force then pushes the droplet towards the adjacent 

and oppositely charged electrode [15]. As the droplet approaches this electrode, the 

electrophoretic force pulls the droplet towards it until the droplet charge is reversed. 

Therefore, the electrophoretic forces provide a motive force to move the water droplet 

population in opposite directions between electrodes. The resulting collisions achieve 

efficient coalescence, large droplet sizes and rapid separation. These actions are shown 

schematically in Figure 1-6. 

 

 

Figure 1-6: Combined AC/DC Droplet Forces [6] 

 

 

1.3. Electrostatic Technologies 

Dehydrator manufacturers rely on three fundamental types of electrostatic fields to 

enhance coalescence of the dispersed water droplets: (i) direct current (DC) fields, (ii) 

alternating current (AC) fields and (iii) combined AC/DC fields [6]. DC fields are highly 

efficient but can promote electrolytic corrosion. Therefore, they are not used in crude oil 

desalting applications, but only to dehydrate refined oils of low conductivity. On the other 

hand, AC fields are used by all manufacturers due to the tolerance to high water cuts and 
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to the non-electrolytic nature. Finally, combined AC/DC fields provide the high water 

tolerance of the AC field with the high efficiency of the DC field [16].  

AC dehydrators range from electrostatic fields that utilize one AC transformer energizing 

a single, horizontal electrode suspended below a grounded (earth) electrode as shown in 

Figure 1-7.  

 

 

Figure 1-7: Conventional AC Dehydrator/Desalter [6] 
 

A weak AC gradient is established between the energized electrode and the oil/water 

interface and a strong AC gradient is established between the energized and earth 

electrode. Wet oil entering the vessel just above the water interface is rapidly coalesced 

by the lower AC field and is then further coalesced and dehydrated by the upper field. 

Once the oil is above the earth electrode, additional electrostatic coalescence is 

impossible, since an electrostatic field cannot exist above it [6].  

 A more efficient AC desalter that utilize three AC transformers and three electrodes 

is shown in Figure 1-8. These are commonly referred to as Deep-field AC processes 

because they establish an AC field between the oil/water interface and the oil collector. 

The wet oil enters just above the interface where the low AC field promotes initial 

coalescence and separation. Higher AC field gradients are established between the three 

electrodes, where additional coalescence and separation achieve the desired performance 

[6].  
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Figure 1-8: Deep Field AC Dehydrator / Desalter [6] 
 
An aggressive electrostatic process utilizes a combination of AC and DC fields. These 

desalters consist of an array of vertical parallel electrodes generally positioned 

diametrically across the vessel, above the centerline, as shown in Figure 1-9. These 

desalters utilize from one to three transformers, containing a pair of reversed diodes to 

establish a DC field between adjacent electrodes, as shown in Figure 1-10. For a 

combination AC/DC desalter, an AC field is established between the bottom of the 

electrodes and the oil/water interface. Like the AC desalter, the lower AC field gradient 

promotes the initial droplet coalescence in the high water cut environment above the 

interface. 

 

Figure 1-9: Combined AC/DC Desalter [6] 
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Figure 1-10: Combined AC/DC Wiring [6] 

 

1.4. The Effect of Operating Conditions on Efficiency of Desalination Process 

The efficiency of crude oil desalting process generally depends on many factors. The 

main factors affecting the efficiency of separation of water from crude oil are oil 

properties, operating temperature, electrostatic voltage, electrostatic frequency, type and 

amount of demulsifier, and amount of wash water [17].       

 

1.4.1. Oil Properties 

When determining the proper size of a desalter, the most important physical properties 

include the oil viscosity, oil density, and water density. When these properties are inserted 

into the Stokes law with the vertical oil velocity, as shown in Equation (1-1), the neutrally 

buoyant droplet (Stokes) diameter can be calculated. Larger water droplets present 

sufficient weight to overcome the viscous drag force and settle to the interface. Smaller 

droplets are lifted by the flowing oil to the desalter outlet [17].  

 Certain design parameters can be adjusted to achieve the desired outlet BS&W2 and 

salt content. The oil velocity or flux is directly proportional to the desalter size and the 

oil flow rate. The oil viscosity is inversely proportional to the process temperature. 

Increasing the temperature will reduce the oil viscosity, permitting smaller water droplets 

to settle. However, increasing the temperature will also change the density difference and 

affect the droplet separation rate. As Figure 1-11 shows, the maximum density difference 

                                                
2   Basic sediment and water 
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is attained around 90 to100 ºC, decreasing if the process temperature is increased or 

decreased [17].  

 

 

Figure 1-11: Characteristic Oil / Water Density [17] 
 

A proper balance of the oil viscosity, density difference, and oil flow rate is essential to 

ensure proper performance of a desalter. While these design parameters are certainly the 

primary variables that influence the desalter behavior, two other parameters play key roles 

in the efficiency of the electrostatic process: the interfacial tension and the oil 

conductivity [17]. 

Interfacial tension ranges from 15 to 25 dynes/cm for typical oils. High interfacial 

tensions make difficult for droplets to coalesce, requiring higher coalescence forces to 

rupture the droplet interface. Low interfacial tension makes droplet coalescence easy but 

makes the coalesced droplets very unstable and easy to re-dispersed. Demulsifying 

chemicals and electrostatic fields lower the interfacial tension to promote coalescence. 

[18] Excessive electrostatic droplet charge or excessive chemical treatment can reduce 

the interfacial tension and promote droplet breakup and dispersion.  

 Oil conductivity ranges from 40 to 80 nS/m for typical crude oils. However, for 

blended oils, such as bitumen and SAGD (steam-assisted gravity drainage) oils, the 

conductivity of 250 nS/m has been measured. The oil conductivity is a result of excessive 

water in the electrode zone, polar organic and inorganic compounds and the presence of 

conductive solids in the oil. High oil conductivity adversely affects the electrostatic 

process in three ways. First, increasing oil conductivity results in the increase of resistive 

heating, which does not contribute to the electrostatic coalescence process. This may 

require the manufacturer to use a larger power unit in order to maintain the efficiency of 
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the electrostatic process. Second, high oil conductivity reduces the electrophoretic forces, 

which reduces droplet mobility in the combined AC/DC electrostatic desalter. Finally, the 

dielectrophoretic forces also decrease to further reduce the coalescence efficiency in both 

the AC and combined AC/DC processes.  

 Understanding the roles played by oil conductivity and interfacial tension makes 

possible to establish an electrostatic field that aggressively promotes droplet coalescence 

and achieves deeper dehydration [13]. 

 

1.4.2. Operating Temperature 

In most cases, increasing temperature increases the efficiency of desalination [19]. At low 

temperatures, by increasing the temperature, the viscosity of crude oil decreases. As a 

result, the penetration and adsorption of demulsifier molecules onto the oil-water 

interface becomes easier [20]. Also, heat increases the capacity of crude oil to dissolve 

natural emulsifiers, such as wax and asphaltene. Heat also accelerates the Brownian 

motion of water droplets in crude oil. This factor increases the collision rate among 

droplets and their rate of coalescence. Consequently, the efficiency of separation of water 

from crude oil increases. However, if the temperature is too high, the difference between 

the densities of oil and water decreases. Therefore, based on the Stokes law, 

sedimentation of droplets becomes slower and the efficiency of separation decreases [19].   

 

1.4.3. Electrostatic Voltages 

Combined AC/DC fields utilize these electrostatic forces in order to manipulate the 

electrostatic voltage from the oil conductivity and interfacial tension. For clarity, the 

remainder of the text considers the combined AC/DC electrostatic field only.  

 In nearly all desalter applications, a single voltage level is applied to the electrodes to 

achieve a beneficial level of dehydration and desalting. However, as the force equations 

show, the smaller droplets require higher voltages to develop sufficient force to overcome 

the interfacial tension and promote coalescence. However, if the voltage is too high, the 

electrostatic forces may exceed the interfacial forces, resulting in droplet breakup and 

dispersion [17].  

Two voltages define the limits of an efficient dehydration process. The first voltage can 

be thought of as a ‘threshold’ voltage. Figure 1-12 shows the results of a lab experiment 
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conducted with a combined AC/DC field. This experiment was used to determine the 

threshold voltage for a 20º API oil containing 10 (v/v %) of water flowing through a pilot 

treater. The applied voltage was increased slowly, starting at a low voltage and while 

measuring the secondary current. At 12.5 kV the secondary current increased sharply, 

suggesting that dispersed water was being electrically charged. Once the water was 

energized, the current began to decrease rapidly, indicating that water was coalescing. A 

second experiment was conducted with ‘dry’ oil. As Figure 1-12 shows, the secondary 

current failed to spike but continued to increase linearly with the voltage. The placement 

and slope of the ‘dry’ oil line are consistent with the oil conductivity. 

 

 

Figure 1-12: Threshold Voltage [17] 
 
The experiment clearly indicates that operating below the threshold voltage fails to 

provide sufficient electrostatic energy to initiate coalescence. There is a process benefit 

in operating at a voltage, level near the threshold voltage because it maximizes the droplet 

diameters. However, it can be shown that operating at such a low voltage fails to reach 

the smallest water droplets required to achieve the effluent water and salt specifications 

[17].  

 For proper dehydration, the entrained water must be coalesced to a droplet diameter 

larger than the Stokes diameter, so that they can be separated from the rising oil. 

Coalescing the smallest water droplets requires an increased voltage, can be capable of 

developing significant electrostatic forces. However, increasing the voltage also increases 

the electrostatic forces on the larger droplets, which may cause them to fracture. 

Therefore, the applied voltage should not be increased above a level that fractures water 

droplets of the Stokes diameter. This voltage level can be considered the ‘critical’ process 
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voltage. Sustained operation above this ‘critical’ voltage results in a reduction of the water 

droplet diameter and a significant decline in dehydration performance [17]. 

 

1.4.4. Electrostatic Frequency 

As there are two voltage limits that define the boundaries for efficient dehydration, there 

are also two limit frequencies for proper desalting. These two frequencies are dependent 

on the rate of droplet charge and discharge and the fundamental oscillation frequency of 

a water droplet of Stokes diameter. As Figure 1-13 shows, when using 50 or 60 Hz power, 

the rate of voltage decay on the electrodes increases as the oil conductivity increases, 

which permits the charge on the water droplets to decrease. Furthermore, as the oil 

conductivity increases, the electrode voltage remains below the threshold level for a 

significant part of the voltage cycle. Therefore, to sustain the droplet charge and maintain 

the electrostatic forces for coalescence, the frequency of the applied voltage must be 

increased. For oil with a conductivity of 100 nS/m, the frequency must be near 1600 Hz. 

Operating above this ‘base’ frequency ensures the highest level of electrostatic forces 

[17]. 

 

 

Figure 1-13: Applied Voltage vs. Oil Conductivity [17] 
 
The fundamental oscillation frequency of a water droplet can be determined with a simple 

mass-spring analogy [21]. For a Stokes droplet diameter of 750 µm with an interfacial 

tension of 15 dynes/cm, the fundamental frequency is 20 Hz. Therefore, when operating 

with a 60 Hz power unit, the Stokes droplet oscillates at its third harmonic. The increased 

droplet oscillation amplitude may result in droplet shatter, due to increased electrostatic 

forces. However, by operating at a ‘modulation’ frequency below 20 Hz, the destruction 
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due to harmonic droplet oscillation can be avoided and maximum droplet growth can be 

promoted [22]. 

 

1.4.5. Type and Amount of Demulsifier  

By increasing the concentration of demulsifier, the efficiency of desalination is 

increasable up to a maximum amount. Therefore, there always exists an optimum 

concentration of demulsifier, after which the efficiency decreases. Compared with natural 

emulsifiers present in crude oil (such as resin and asphaltene), demulsifiers present higher 

surface activity. Thus, even in relatively low concentrations, demulsifier can effectively 

replace the natural emulsifiers present in crude oil [17].   

 Among typical demulsifier molecules, ethylene oxide is a hydrophilic demulsifier and 

propylene oxide is a lipophilic demulsifier. Propylene oxide is initially at the interface 

between water and oil, while ethylene oxide is in the water phase. The strength of the 

layer formed by the mixture of demulsifier and the natural emulsifiers in crude oil is 

weaker than the layer formed by natural emulsifiers. Therefore, the presence of this layer 

increases the likelihood of coalescence of water droplets during the collision. By 

increasing the amount of demulsifier, the effect of displacement increases and the strength 

of the layer mixture decreases. However, when the concentration of demulsifier exceeds 

a certain amount, the molecules of demulsifier will be adsorbed to the water-oil interface 

and form a similar structure. This increases the strength of layers and consequently 

decreases the efficiency of desalination [17].   

 

1.4.6. Amount of Wash-Water 

By increasing the amount of wash water, while diluting the brine droplets, the 

transmission of salt to water phase increases and the efficiency of desalination increases. 

However, the positive effect of increasing wash water attains an optimum value [23]. 

After this optimum value, by increasing water, the efficiency of separation decreases. 

Adding wash-water increases the number of droplets in crude oil emulsion and decreases 

the distance between the droplets. As a result, the collision and coalescence of droplets 

increase. But since the efficiency of water separation is achievable up to a certain value, 

adding more water to the input crude oil finally causes the amount of water remaining in 

the crude oil to exceed from the allowed amount [17]. 
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1.5. Concluding Remarks 

In this chapter, a brief description of the electrocoalescence process was presented. The 

basic principles of electrostatic desalination were discussed. The electrostatic 

technologies were introduced and finally, the effect of operating conditions on the 

efficiency of the desalination process was presented.  

 Although the electrostatic desalination technology has been used for more than half 

of a century [4] a deeper phenomenological knowledge is needed to improve the 

understanding about the electrocoalescence process in order to design new desalting units, 

which are applicable to different kinds of crude oil. In this regard, experimental and 

theoretical works have been done in order to analyze the process from macroscopic and 

microscopic approaches.  

 In the preceding chapter, the literature available to study the electrocoalescence 

process from the modeling aspects is reviewed and the overall perspective of the project 

(problem, importance, objective, novelty, and viability) is declared.  

 

Nomenclature 

C  constant 

Stokesd  Stokes droplet diameter (m) 

E  electric field (kg·m2·s−3·A−1.m-1) 

dipF  Dipole force 

eF  Electrophoretic force (N) 

dielF  Di-Electrophoretic force (N) 

r  droplet’s radius 

s spacing between the center of two droplets 

t  time 

cv
v  Vertical oil velocity (m.s-1) 

dW  weight of dispersed droplet (kg) 

Greek symbols 

  electrical permittivity (F. m−1) 
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*  complex permittivity = j    (F. m−1) 

  conductivity (S.m-1) 

  viscosity (kg·m−1·s−1) 

  density (kg.m-3) 

  interfacial tension (N.M-1) 

  angle between the electric field and the droplets center-line 

  Frequency (Hz) 

Subscripts and superscripts 

c continuous phase (oil) 

d  droplet/dispersed phase (water) 

Abbreviations 

AC  alternating current 

&BS W  basic sediment and water (water content) 

DC  discrete current  
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Chapter 2 - Literature Review 
 

In order to improve the understanding of desalting/dehydration processes and to select 

the best operational parameters and control strategies of the process, attempts have been 

made to model this process.  

 Al-Otaibi [24] used an artificial neural network to simulate and optimize the process. 

Considering five process parameters, including the concentration of demulsifying agents, 

heating, wash water, salt concentration and rate of mixing with wash water, the authors 

calculated the salinity and water cut efficiencies of the oil. Alves [25] developed a semi-

empiric mathematical model to correlate the operational and free variables with the 

response variables. The authors calculated the constants of their model with the data 

collected from pilot plant tests for several crude oils. Other empirical and semi-empirical 

models have also been developed to predict the behavior of the desalination process [26–

31]. 

 Although empirical modeling has obtained some success in describing the 

dehydration of W/O emulsions by electrocoalescence, the development of a first-

principles model is desirable. Two basic phenomenological approaches have been 

proposed for modeling of particle coalescence: 

1. Interface tracking: Analysis of the interfacial phenomena between the layers that lead 

to coalescence. 

2. Population balance: Extended idea of mass and energy balances to countable objects 

distributed in some property to describe how distributions evolve during coalescence. 

Both interface tracking and population balance approaches for simulating the 

electrocoalescence have notably difficult problems. The difficulties arise from numerical 

complexities and model uncertainties that are often poorly understood or possibly 

misrepresented such as (1) droplets elongation; (2) occurrence of chain formation; (3) 

presence of natural emulsifiers (asphaltenes, resins, and organic acids/bases) in the crude 

oil; (4) interfacial coalescence between a droplet and its homophase; among others [32]. 

Besides, because of the complexity of electrostatic and hydrodynamic interactions among 

swarms of droplets dispersed in a fluid, a complete fundamental understanding and 

comprehensive prediction of the enhancement of coalescence of droplets by an electric 

field is lacking [33]. This fact makes the selection of appropriate correlations for the 

electrostatic droplet-droplet interaction forces in a non-uniform (or uniform) external 



22 
 

electric field, as well as the selection of the set of mechanical forces that must be 

considered, not an unequivocal procedure.  

 In the two following sections, interface tracking and population balance are discussed 

as the main ideas to model the electrocoalescence process.  

 

2.1. Interface Tracking 

The balance of forces that act on a droplet dispersed in oil and contribute to the 

conservation of linear momentum, as given by the Newton second law, can be categorized 

into: 

 Droplet-droplet forces: film-thinning forces (van der Waals, electrostatic double-

layer force, ionic correlation surface force, hydration repulsion), electric field induced 

forces (point-dipole approximation, dipole-dipole interaction); 

 Fluid-droplet forces: drag force, Stokes drag law, buoyant force, lift forces, virtual 

mass force (added-mass force), history force (Basset force); 

 External field forces: electromagnetic forces (gravity force, electrophoretic force, 

dielectrophoretic force). 

 

Fluid-droplet forces influence the motion of droplets and are transferred from the fluid to 

the droplet through friction and pressure difference [34,35]. Buoyant and gravity forces 

may also be considered body forces as they act throughout the volume of a droplet.  

 As a general observation, lift forces, virtual mass force, and history force are not 

considered in most publications in the field of modeling of water/oil electrocoalescers. 

For example, it is known that all bodies accelerating in a fluid will be affected by added 

mass [36]. Since virtual mass force is dependent on the oil phase density, its effect can be 

neglected when dense bodies are falling in much less dense fluids.  

Obviously, the set of simplification hypotheses to account for the forces through the 

Newton momentum equation can affect significantly the magnitude of calculated settling 

velocities. At low Reynolds number, the Hadamard-Rybcynski drag force [37] has 

sometimes been considered [34,38,39], but the quadratic drag force is mostly used 

[10,19,34,40,41]. Some authors have included the film-thinning force [10,34,42,43] as 

proposed by Davis et al. (1989) or considered the virtual mass force [10,42]. For a large 

droplet distance, there is no film-thinning force [43]. However, the strict use of a 
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correlation for dipole-induced force may eventually be invalid when the droplets get 

closer together than a certain critical distance that depends on droplet size [4].  

A decision criterion to include film-thinning forces is the initial hypothesis on how 

the binary coalescence mechanism is supposed to happen: 

 The critical approach velocity mechanism [44]: After droplets collision, there is 

immediate coalescence. The coalescence will occur immediately when the approach 

velocity exceeds a critical value at the instant of collision [45]. If the turbulent energy 

of the collision is greater than the total droplet surface Gibbs energy, so that the 

approach velocity of the colliding droplets at the collision instant exceeds a critical 

value, then they will coalesce [44]. This occurs if only van der Waals attraction takes 

place, or if electrostatic repulsion is very slight, owing to high ionic strength [46]. 

However, this mechanism is supposed to be unlikely between the two immiscible 

liquids [47]. If the energy input into the system is too great in a short period, dispersion 

will occur [47] before coalescence can take place [48].   

 The critical film thickness mechanism [49]: After droplets’ collision, a thin liquid 

film is trapped between them with a thickness of 0.01-0.001 mm [49]. As the thinning 

progresses, the interfacial area is reduced [4]. The film becomes unstable due to 

interfacial forces that play a relevant role when the thickness is lower than 100 nm 

[50]. At a critical thickness, the activation energy for the whole formation is a small 

multiple of Bk T , where Bk  is the Boltzmann constant and T is temperature [51]. 

Mechanical or thermal disturbances will rupture the film, resulting in coalescence 

[52]. Possibly, van der Waals attraction exceeds repulsive interfacial forces (double-

layer force, hydration, steric forces), resulting in coalescence after the film rupture 

happens  [50]. 

 Film drainage theory: This deterministic approach predicts a single value for the 

coalescence time and cannot account for the stochastic nature of the droplets 

coalescence time [48]. As state above, a three-step process is involved: (1) droplets 

approach, (2) trapping and film drainage, and (3) destabilization of the film up to its 

rupture [53]. The film thinning is usually assumed to be the overall controlling step 

[4]. Hence, the coalescence time is attributed to the time required for the drainage of 

the thin trapped liquid film (tcoalescence = tdrainage). 

 



24 
 

The coalescence time is obtained by integrating the rate of film thinning ( dh dt )3, which 

corresponds to relative approach velocity between two droplets V and U. Relative 

velocity can be determined by solving the Newton second law and then integrating film 

thinning rates from the initial time to collision time.  

The coalescence of two droplets in an electric field is widely accepted to take place 

based on film drainage theory [54]. The application of an electric field polarizes an 

uncharged droplet so that an individual droplet can be regarded as a dipole. When aligned 

appropriately, the dipolar interaction of the neighboring droplets experiences an attractive 

force which moves them closer. An additional condition that can accelerate the droplet 

the approach is the non-uniformity of the electric field between the two droplets in a 

multi-droplet system. The presence of another droplet in the vicinity also disturbs the 

electric field experienced by a droplet. As a result, the electric field between two 

conducting droplets in a dielectric medium is always larger than the far-field, so that the 

induced dipole interactions become important. 

As two droplets move towards each other, the medium fluid squeezes out from 

between the leading faces, resulting in the film thinning. A higher value of medium fluid 

viscosity results in a larger time to squeeze the interstitial film. When the film thickness 

is reduced to about 1000 Å, other surface forces influence the drainage: van der Waals 

attraction increases the drainage rate while double-layer repulsion decreases it. The film 

can become metastable when the film drainage, van der Waals attraction, and double-

layer repulsion are balanced. An instability results when the attraction forces predominate 

via perturbations triggered by thermal fluctuations. In one of the first studies in 

electrocoalescence, Berg [55] found that for two anchored droplets, the coalescence rate 

was proportional to the magnitude of field ( 0E ) at low applied electric fields whereas, at 

the high fields, it was proportional to 
2
0E . In addition to the magnitude of the applied 

electric field, there are many other parameters which can determine the rate of 

coalescence. Such parameters include inter-droplet separation, size of the droplets, type 

of the applied field, shape distortion, physical and electrical properties, such as 

conductivity, permittivity, viscosity, and interfacial tension. The subsequent studies in 

electrocoalescence were focused on these parameters and their optimization, aimed 

towards making the process faster [56–58]. The immediate effect a droplet shows after 

                                                
3 his the distance between the surfaces of two droplets V Uh s r r    
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application of an electric field is shape-deformation, which depends upon the 

electrocapillary number: 

2
0mCa rE   (2-1) 

where r  is the radius of the droplet, m is permittivity of the medium and is the interfacial 

tension. Two closely placed droplets in an electric field exhibit deformation due to the 

applied field and the resulting Maxwell stress. Taylor factor ( 0 2 mE a  ) for the 

stability of a droplet in an electric field [59], above which a droplet breaks, is 0.648; but 

it is lower for the droplets in a pair and depends on the inter-droplet separation [60,61]. 

The shape deformation can lead to mutual contact and coalescence, even if the droplets 

were initially held stationary [62,63]. 

The electrostatic force of the dipole-dipole interaction between two conducting 

droplets of uniform size surrounded by a dielectric medium and aligned with the applied 

electric field is given by Equation (2-2) [57,64]. 

6 2 4
024dip mF r E s   (2-2) 

where s is the center-to-center separation between two droplets. The expression for dF  is 

valid in the large separation limit and it indicates that the attractive force sharply increases 

with decreasing separation [60,62,65,66]. Therefore, for two droplets to attract and 

coalesce, they must be within an ambit which is determined by a combination of the 

magnitude of the applied field, droplet radius, and fluid properties. In an emulsion, the 

inter-droplet separation is determined by the volume fraction of the dispersed phase and 

droplet size [58].  

The motion and interaction of two liquid droplets in an electric field are quite different 

from that of rigid particles on account of the drag, film-drainage and two-droplet 

interaction, being governed by different mechanisms [34]. Atten [65] theoretically 

investigated the critical conditions for the deformation and coalescence of two closely-

held droplets (of equal and unequal sizes) in an electric field. It was found that the 

coalescence occurs when the deformed inner poles come closer than 45% of their initial 

separation upon application of an electric field. In another study, Atten [66] suggested 

that there exists a critical field of distortion for every separation for a pair of droplets in 

an electric field, given by Equation (2-3): 
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1.22
0 0( ) 8( )crit md r E r   (2-3) 

Here, 0d is the initial distance between inner poles beyond which coalescence cannot be 

observed. Similar studies reported the effect of distance between the facing poles (d), of 

anchored and freely suspended droplets, on the droplet shape and coalescence [62,63]. 

Brazier-Smith [67] numerically investigated the probability of the coalescence and 

possible shapes during the interaction of two droplets in an electric field. They concluded 

that, when the separation 0 1.2d r , droplets deform, readily attract and eventually 

coalesce. However, when 0 1.2d r  , the inner surfaces deform, assume a conical shape 

with an angle equal to the static Taylor cone angle and finally give rise to the jets of fine 

droplets. Such a disintegration hampers the rate of electrocoalescence, as it introduces 

finer droplets in the emulsion. 

Through the introduction of interfacial tension, the effect of natural emulsifiers 

(asphaltenes, salts) in crude oil can be investigated, since the interfacial tension correlates 

directly to surfactant concentration through the Langmuir equation [68].  

It is known that an increase in the amount of surfactant almost always increases the 

coalescence time. Water droplets flowing through the viscous oil experience shear 

stresses that conduct surfactants towards zones with lower velocity gradients, where they 

accumulate. Local differences in concentrations induce reverse interfacial flows (called 

Marangoni flows) [62]. The presence of surfactants at the interface, accompanied by 

droplet elongation, causes an interfacial tension gradient that leads to Marangoni stresses. 

The interfacial stresses inhibit the generation of internal circulation [35].  

The thinning rate is in turn affected by the capillary pressure and disjoining pressure. It 

can thus be retarded due to the Marangoni effect [52]. An increase in bulk viscosity of the 

surfactant solution will also decrease the thinning rate. Finally, surfactants decrease the 

interfacial tension and can lead to the formation of very tiny secondary droplets (~1 m) 

that are much more difficult to undergo sedimentation. As the interfacial tension 

decreases, the critical electric field ( critE ) decreases, which leads to the formation of 

unstable secondary droplets [69]. 

After droplet-droplet contact, the thin film separating two droplets attains a critical 

thickness and its subsequent rupture leads to the coalescence. The critical thickness of 

film rupture is given by Equation (2-4) [70]. 
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1 3( 8 )crith Ar   (2-4) 

where A is the Hamaker constant. The mechanism for the film rupture and subsequent 

merging of two droplets has been proposed in the literature. One of the hypotheses 

suggests that the film can break when the electric field across the film attains the dielectric 

breakdown strength of the medium phase [71–73]. This hypothesis was proved wrong by 

Priest et al. (2006) with their study of selective coalescence of the droplets in a 

microfluidic channel. Their analysis suggested that it is not the dielectric breakdown but 

the electric-field-induced dynamical instability of the oil-water interface that drives the 

coalescence. The mechanism proposed by Berg [55] stated that the coalescence involves 

continuous making, breaking, and rearrangement of the intermolecular bonds over the 

two interfaces in contact. They proposed two different mechanisms of droplet-droplet 

coalescence at low and high applied electric fields. At the low applied field, the 

rearrangement of bonds results in coalescence [55]. Rearrangement of bonds is 

proportional to the rate of reorientation of bonds, which in turn is proportional to 0dipP E . 

Here, dipP  is the dipole moment of the bonds. When the applied electric field is high, 

simultaneous breakup and buildup of bonds lead to the coalescence. The condenser of 

droplet surfaces supplies energy ( 21 2C  ) for the bond breakup, where C  is the 

capacitance and   is the voltage at droplet surface [55]. There are other factors that 

determine whether droplets would coalesce on contact. Bird [74] showed that the 

oppositely charged droplets in an electric field attract each other, but whether they 

coalesce or retreat back is dependent on the cone angle they make on contact. Their 

analytically predicted critical cone angle and its experimentally observed value (30.8◦) 

were close. Atten [14] proposed a mechanism for the droplet repulsion after contact which 

suggests that at a high C, coalescing droplets make a thin, thread-like bridge between 

them. After the contact, an abrupt exchange and redistribution of the electrical charge 

drive the droplets apart. 

Although there are several modeling studies addressing different fundamental aspects 

of electrocoalescence of two water droplets dispersed in crude oil, there is still a huge gap 

between modeling and experimental studies. Modeling is still in its very primary steps to 

analyze the rapture of two droplets. In addition, the assumptions made for modeling of 

interface tracking are sometimes so controversial that overshadow the trustworthy of the 

problem, when compared to the practical cases in the industry. Finally, to simulate the 
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practical electrocoalescence process, which is, in fact, the interaction of the whole 

population of droplets, interface tracking does not seem to be sufficient. 

 

2.2. Population Balance 

A convenient way of modeling particulate systems is the population balance equation 

(PBE), which has been used by chemical engineers to model a wide range of dispersed 

phase systems, such as liquid-liquid extraction, solid-liquid leaching, bioreactors, 

fluidized bed and dispersed phase reactors, and many more [75–81].  

A general differential form of mono-variate PBE is presented in Equation (2-5) [82]. 

A PBE has external and internal dimensions. The external dimensions of a PBE are 

dimensions of the environment, which are the 3-D space (x,y,z or r,z,q  or r,q,f) and time. 

The internal dimensions of a PBE are dimensions of the population such as diameter, 

volume, surface area, concentration, age, molecular weight, number of branches, etc. 

( , , )
[ ] [ ] [ ]d d

n v z t
u n D n Gn S

V t

 
      

 
 (2-5) 

In this equation, n  is the droplet number density function which represents the average 

number of droplets per unit volume of droplet state space. In the representation of 

Equation (2-5), n is a function of v that characterizes the size of droplets, z : the special 

position of the droplets, and t : time. The first two terms on the left-hand side of Equation 

(2-5) represent the convection and diffusion of the droplets. The third term on the left-

hand side of the equation denotes the growth of the droplets and the source term: S  is 

related to the aggregation, breakage, and nucleation of droplets. Based on the droplet-

droplet phenomena occurring in a specific particulate system, the general PBE is modified 

to derive the formulation of a population balance model (PBM). In case of necessity, other 

governing equations should be coupled with the PBE to have realistic modeling of the 

problem. 

 In an industrial electrostatic desalter, the oil upward velocity is usually designed to be 

around 0.2 cm/sec [4]. Consequently, the flow is usually laminar and an average velocity 

can be considered for the oil. On the other hand, the distance between the electrodes 

depends on the crude oil type and the required electric field strength. This distance is 

usually considered to be in the order of 20 cm [4]. Therefore, the calculated Peclet number 

(Equation (2-6)) is quite higher than unity, and the droplet diffusion can be neglected. 
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Growth and nucleation usually do not take place during electrocoalescence [4]. The 

droplet breakage is also not considered in this work as the electric field strength is 

assumed to be lower than the critical value given by Equation (2-7) [57] in order to 

prevent the breakage of droplets. 

0.64 2critE r   (2-7) 

If the electric strength exceeds this threshold, various droplet breakage mechanisms may 

occur [4]. Therefore, the resulting population balance equation for an industrial 

electrostatic desalter can be given by Equation (2-8). 

1
2 0

0

( , , )
[ ] ( , , ) ( , , ) ( , )

                                ( , , ) ( , , ) ( , )
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d

n v r t
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n v r t n v r t Q v v dv


        


  




 (2-8) 

The two terms on the right-hand side of Equation (2-8) represent the rates of birth and 

death due to aggregation, respectively [82]. Here Q  is the aggregation frequency and 

represents the probability per unit time of a pair of particles of specified states to 

aggregate. Alternatively, it represents the fraction of particle pairs of specified states 

aggregating per unit time. 

 The process of determining aggregation frequency is not so straightforward. 

Aggregation frequency is normally dependent on the mechanism of aggregation as well 

as some adjustable parameters, which should be determined using experimental data. 

Table 2-1 presents a number of aggregation frequencies (aggregation kernel) derived 

theoretically for the coalescence of water droplets dispersed in crude oil. They are all 

determined based on the mechanisms that predict the relative motion of the droplets. 
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Table 2-1: Aggregation frequencies presented in the literature for water/oil coalescence. 
AGGREGATION FREQUENCY(Aggregation Kernel) REFERENCE 
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* Kernel combines Brownian and turbulent flow.   

** Empirical correlation under the absence of electric field.  
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The Brownian kernel was adopted jointly with a kernel for turbulent motion by Mitre 

[89]. It is applicable to monodisperse systems in an open domain. Some coalescence 

processes are supposed to occur due to Brownian motion, but this effect is not significant 

when compared to electrocoalescence [4]. Roger’s equation [83] refers to the 

Smoluchowski model [90]. It assumes that there are no hydrodynamic interactions 

between the particles. Hydrodynamically interacting spheres have a reduced collision rate 

when compared to one predicted by this equation (even if van der Waals forces are 

included) since small particles tend to follow streamlines around larger particles. In 

contrast, deformable drops present enhanced rates of coalescence and collision rates can 

be greater than predicted [85].  

In Table 2-1, kernels exhibit very different formulations, but those used by Zhang et 

al. [84], Lo & Rao [87], Meidanshahi et al. [91] and Parvasi et al. [39] obey Rogers & 

Davis’s [83] framework. They differ in how the coalescence efficiency ( VUe ) and the 

relative settling velocity ( V Uu u ) are calculated.
(0) VUu  is the relative velocity in function 

of W O   ratio. VUe  function is determined by the integration over the drop surface at 

infinity, enclosing all possible drop trajectories which result in coalescence [85]. 1VUe   

when drops move on straight paths without interacting with each other. Once aerodynamic 

forces that cause the drops to move around one another and van de Waals forces that pull 

them together are taken, 1VUe    [83]. VUe  > 1 is found for large drops (radius >> 30 m) 

that fall with moderate or high Renolds due to wake capture [83]. 

 Meidanshahi et al. [91] modeled a pilot plant of electrostatic desalting drum based on 

the population balance equation at steady-state condition. They calculated the droplet size 

distribution at the outlet of the drum considering an arbitrary inlet size distribution for 

water droplets. In their work and other similar articles [92,93], the droplets’ velocity 

(Equation (2-9)) is considered as the differences between the continuous phase and stokes 

[36] velocities. When Stokes settling velocity of a droplet is larger than the continuous 

phase velocity, it can fall and settle; otherwise, it moves upward with the continuous phase 

due to the dominant drag force imposed by the continuous crude oil phase. 

2( )
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In fact, they considered that all drops move with the continuous phase velocity unless 

they are affected by settling. Although this assumption seems practical, we believe that it 

is not necessarily true. In this case, computational fluid dynamics can be used to calculate 

the velocity of multiphase flow. 

Fluid dynamics is the study of fluid under motion. Fluid flow is governed by a set of 

equations satisfying conservation of mass, momentum, and energy. Computational fluid 

dynamics (CFD) is the science of predicting fluid flow, heat transfer, mass transfer, 

chemical reactions, and related phenomena by solving the mathematical equations which 

govern these processes using numerical methods (i.e., on a computer). 

 For many years CFD was only being used to study the fluid dynamics of single-phase 

flow. But in recent years it is extended to analyze the fluid dynamics of multiphase flow. 

Multiphase flow is the simultaneous flow of a mixture of phases such as gases (like 

bubbles) in a liquid, or liquid (like droplets) in gases and similar such flows. Multiphase 

flows are found in many industrial applications like chemical reactors and process flow 

industry. Therefore, the knowledge of multiphase flow physics is extremely important in 

order to carry out any experimental or simulation study in this area [94]. 

Two basic specifications have been proposed for analyzing multiphase flows [95]:  

Eulerian specification: Focuses on specific locations in the space through which the fluid 

flows as time passes. 

Lagrangian specification: Follows an individual fluid parcel as it moves through space 

and time. 

  

Based on these two specifications, there are three main approaches for modeling of 

multiphase flows [95]:  

Eulerian-Lagrangian Model: The continuous phase is modeled using the Eulerian 

framework and the equation of motion is solved for the dispersed phase (Lagrangian 

framework). The dispersed phase can exchange momentum, mass, and energy with the 

fluid phase. Since the particle or droplet trajectories are computed for each particle or for 

a bundle of particles that are assumed to follow the same trajectory, the approach is 

limited to systems with a low volume fraction of dispersed phase. Here, the volume 

displacement due to the dispersed phase motion is ignored. The continuity and momentum 

equations for the Eulerian-Lagrangian approach are:  
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The trajectories of the dispersed phase are calculated using the equation of motion. Here, 

Newton’s second law is used for force balance of single dispersed particle: 

p
p p D VM L B G

du
m F F F F F F

dt
       (2-12) 

In Equation (2-12), pF  is the pressure force, DF  is the drag force, VMF  is the virtual mass 

force, LF  is the lift force, BF  is the buoyancy force, and GF  is the gravitational force.  

 

Eulerian-Eulerian Model: Within the Eulerian approach, the dispersed phase is also 

treated as a continuum and the Eulerian equation is solved for all of the phases. The model 

is derived by ensemble averaging or volume averaging. Coupling between phases is 

represented by various interphase transport models. This approach is suitable for high 

dispersed phase volume loading (>10%). The continuity and momentum equations for 

phase k  with volume fraction of ka  are: 
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Volume of Fluid Model: This approach utilizes the Eulerian framework for all phases. It 

is designed for immiscible fluids where the position of the interface between the fluids is 

of interest. In the Volume of Fluid (VOF) model, a single set of momentum equations is 

shared by the fluids, and the volume fraction of each of the fluids in each computational 

cell is tracked throughout the domain. This model is especially suitable for stratifies and 

separated flows where a distinct interface is present between phases. Therefore, it is not 
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applicable to a system with many small drops or bubbles. The continuity and momentum 

equations for the volume of fluid model are:  
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In order to select the proper multiphase model, first, the flow regime should be 

distinguished. Flow regime is a geometrical pattern or distribution of flow which is 

usually recognized by visual inspection. The different types of flow regimes are [95]: 

Bubbly flow: dispersed gaseous or fluid bubbles in a continuous fluid 

Droplet flow: dispersed fluid droplets in a continuous media 

Stratified flow: immiscible fluids separated by an interface 

Slug flow: large sized bubbles in a continuous fluid 

Particle-laden flow: discrete solid particles in a continuous gas 

Fluidized bed: consists of a vertical cylinder containing particles where gas is 

introduced through a distributor  

Slurry flow: transport of particles in liquids  

Three phase flows: gas-liquid-solid reactors 

 

The different types of gas-liquid flow regime in a vertical pipe is shows in Figure 2-1 

[95]. 
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Figure 2-1: Different types of gas-liquid flow regime in a vertical pipe [95] 

 

A general recipe on how to select the proper multiphase model is proposed in Table 2-2 

[96]. 

Table 2-2: Selection of the multiphase model 
 
Type of Flow 

Eulerian-
Eulerian 
Model 

Volume 
of Fluid 
Model 

Eulerian-
Lagrangian 
Model 

Bubbly, droplet, and particle-laden flows volume 
fractions are less than or equal to 10% 

    

Bubbly, droplet, and particle-laden flows in which 
the phases mix and/or dispersed-phase volume 
fractions exceed 10% 

    

Slug flows     

Stratified/free-surface flows     

Pneumatic transport homogeneous flow     

Pneumatic transport granular flow     

Fluidized Beds     

Slurry flows and hydro-transport     

Sedimentation     

 

The process of crude oil desalination by electrocoalescence is a typical example of a 

polydisperse multiphase flow. Polydisperse multiphase flows are of great importance not 

only in the case of emulsion flow but also in several other types of equipment found in 

chemical engineering, as in extraction columns, cyclones, hydrocyclones, bubble 

columns and multiphase stirred tank reactors to cite just a few [82,97]. This kind of flow 
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is characterized by one or more phases that are dispersed, like bubbles, droplets or 

particles, in a continuous medium [98–100]. Despite a large number of works published 

in the literature over the last decades [101–105], polydispersed multiphase flows are still 

subject of intense research and due to their inherent complexity, its modeling is not so 

consolidated as that for single-phase flows. In this perspective, the use of computational 

fluid dynamics (CFD) to solve an Eulerian-Eulerian multi-fluid model coupled with a 

PBM has shown to constitute an efficient tool to simulate polydisperse multiphase flow 

[97,106–114]. The accuracy of this approach heavily relies on the adequacy of the 

employed particle-particle interactions models, which are not generally applicable and 

have adjusted parameters that usually depend on the characteristics of the multiphase 

system [45,115,116]. The development of models to represent the particle-particle 

interactions, like breakage and coalescence, in polydisperse multiphase flows is a subject 

of intense research. Several models were proposed in the literature to take into account 

different multiphase systems as well as to improve the agreement between the simulation 

results and experimental data. Despite that, there is still a lack of models that are 

sufficiently generic and useful to be applied to actual processes found in the industry. 

A great query around polydisperse multiphase flow simulation is to choose the 

method for solving the population balance equation (PBE). Several mathematical 

methods have been offered to solve the PBE. Some of the main mathematical techniques 

to solve PBE are: Monte Carlo stochastic methods [117,118], weighted residuals methods 

(WRM) [119–122]  methods of classes (MoC) [123,124], sectional methods (SM) [125–

127], and methods of moments (MoM) [110,112,128–131]. However, there is no method 

that is accurate, efficient and robust at the same time for the general solution of the PBE. 

Based on the mathematical and physical characteristics of the PBE and its initial and 

boundary conditions, the proper solution technique can be chosen. Here a general recipe 

is proposed (Ramkrishna, 2000): 

 If the analytical method works 

o Similarity solution (Ramkrishna, 2000) 

o Laplace transform (Ramkrishna, 2000): 

 If it is crucial to get distribution detail right, and it is a 1-D problem, and it is a 

stand-alone model 

o Sectional Methods 

o Monte Carlo 

o Weighted residuals methods 
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o Methods of classes 

 If an approximate distribution will do, or if the moments are sufficient, or if the 

distribution is multivariate, or if the model will be embedded in a larger model 

o Moments 

 

Due to their easy application, reasonable accuracy, and computational cost, the moment 

methods are preferable to couple the population balance with CFD codes 

[97,107,112,113,132]. These methods solve for a selected set of lower-order moments of 

the particle distribution function (PDF). A drawback of the standard moment method is 

that the obtained system of equations is unclosed [133]. This problem was contoured by 

the quadrature-based moment methods (QBMM) which uses an N-point Gaussian 

quadrature approximation closure whose weight function is the PDF [128]. The so-called 

Gauss-Christoffel quadrature is calculated from the moments of the PDF, leading to a 

straightforward discretization of the internal coordinate domain and making this method 

quite amenable to be implemented in the existing CFD codes [108,134,135]. The QBMMs 

most widely used are the Quadrature method of moment (QMoM) [128], Direct 

Quadrature method of moment (DQMoM) [129], Conditional Quadrature Method of 

Moments (CQMOM) [136,137], and Extended Quadrature Method of Moments 

(EQMOM) [138].  

 The other phenomena happening simultaneously with coalescence in 

electrocoalescence of crude oil is the creation/segregation of the free water phase. Most 

modeling approaches are based on more fundamental coalescence research work [53] 

rather than on the sedimentation step. The higher density of water droplets compared to 

oil density drives sedimentation. Table 2-3 presents a number of settling velocities 

derived theoretically for the coalescence of water droplets dispersed in crude oil. When a 

spherical solid settles in the oil phase under creeping flow regime specified strictly by the 

gravity, buoyant and drag forces, the Stokes law determines the settling velocity. 

However, Stokes settling velocity [36] is only valid for a single solid sphere, away from 

any wall, when the non-slip boundary condition is applicable [4]. 
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Table 2-3: Settling velocities presented in the literature for water/oil coalescence. 

SETTLING VELOCITIES REFERENCE 
Stokes Velocity 
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[139] 

 

According to Frising [53], Stokes law is not appropriate at high concentration and 

counterbalance two systematic errors: (1) the overestimation of the settling velocity of 

drops hindered to settle by the neighboring droplets, (2) the underestimation of the 

growing mean drop diameter, since this law is only valid for rigid spheres. Eow [4] 

pointed out the need for Stokes settling velocity modification, in order to account for a 

particle near a wall, multiple particle settling (especially if not monodisperse) and 

circulation of the internal phase, if the particle is a liquid. In the case of fluid particles and 

in the absence of surface-active components, internal circulation inside the particle will 

reduce the drag force [140]. Hadamard-Rybczynski settling velocity address this issue by 

multiplying a non-empirical viscosity correction term to Stokes velocity (Table 2-3). 

Despite that, the non-slip boundary condition may still be applicable if surfactant renders 

the interface immobile [4]. 

The Hadamard-Rybczynski settling velocity will approach the Stokes settling velocity 

as the viscosity ratio diminishes ( 0W o   ). Hadamard-Rybczynski Theory predicts a 

settling velocity up to 50% greater than the Stokes equation [38] at no asymptotic 

conditions. It is consistent with the fact that, unlike spheres, a higher velocity of the 

droplets rising in the pure liquid is expected due to the mobility of the liquid/liquid 

interface, which reduces the drag force exerted on the droplets [141]. Hadamard-

Rybczynski formula agrees with empirical terminal velocities obtained for drops free of 

emulsifiers when exposed to the electric field [68]. When the presence of surfactant is 
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accounted for, Stokes formula for rigid bodies shows good results [68], whereas drops 

were found experimentally to move significantly slower than predicted by the Hadamard-

Rybczynski equation. This fact has been attributed to the existence of stagnant caps at the 

trailing end of the droplet, where the surface velocity vanishes [38]. According to Mhatre 

[142], depending on the adsorption and desorption rate of the surfactant molecules, at 

very low and very high concentrations a drop obeys the Hadamard–Rybczynski model. 

However, Stokes law gives better estimates for drag force at intermediate concentrations. 

Unlike Stokes and Hadamard-Rybczynski equations, Richardson-Zaki equation is an 

empirical approach for settling velocities. It was fitted with the primary subject of 

including the volume fraction of the dispersed phase (
df

v ). The water content is one of the 

most important variables for the stability of petroleum emulsions. Settling velocities go 

down as the water content increases. High settling velocities have been found at low water 

contents, even when very small droplets were present [140].  

Hypothetically, water sedimentation from oil phase may occur by (1) aggregation, 

followed by sedimentation; (2) aggregation, followed by coalescence, and then 

sedimentation; (3) coalescence, followed by sedimentation. Sedimentation happens to 

certain drop size, not discussed by any modeling approach cited here. In particular, 

Meidanshahi [143] assumed it to be equal to or larger than 20 µm. Gravitational 

sedimentation is normally limited to particles of relatively large size, because the rate of 

sedimentation for small particles is too low to give a practical analysis time, and because 

Brownian motion of small particles becomes too large to allow for effective settling. Very 

small particles (< 0.1 m) never settle by gravity, unless they are extremely dense (Scott 

et al., 2005). Sedimentation under the influence of an electric field extends the amount of 

removed water, as many of the small droplets will coalesce to form a bigger drop size. 

However, considering a certain size as the sedimentation limit similar to what has been 

done in the work of Meidanshahi [143], makes the model strict and not applicable to all 

kinds of crude oil. This is one of the issues that was addressed in this work. 
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2.3. Overall Perspective of the Project (Problem, Importance, Objective, and 

Novelty)  

Problem 

Despite the attempts made to model the electrocoalescence of crude oil, deeper 

knowledge is needed for designing new desalting units, which are applicable to different 

kinds of crude oil. The models developed to simulate the process are still not widely valid. 

The population balance equation seems to be a good idea for modeling the coalescence 

of water drops. However, the aggregation kernels proposed in the literature for the 

electrocoalescence are not enough robust for different kinds of crude oil. Moreover, the 

fluid dynamics of dispersed phase coupled with the coalescence of drops are still yet not 

sufficiently discussed.  Besides, the simultaneous sedimentation of water droplets in the 

oil phase with coalescence is still not sufficiently studied. It seems that a better criterion 

is needed to consider the practical case of sedimentation. 

 

Importance 

Figure 2-2 shows the world conventional and unconventional liquid production. The 

figure depicts the continuous decrease of conventional and increase of unconventional oil 

production. In fact, as the extraction from oil fields increases, the saline content of oil 

fields also increases, which leads to the production of crude oils with lower qualities. This 

matter highlights the increasing importance and necessity of crude oil desalination 

process knowledge. 

 

Objective 

The objective of this work was to develop and implement a phenomenological model to 

describe the crude oil desalting operation using electrostatic fields, based on experiments 

conducted in the laboratory and pilot plant. The CFD-PBE coupling was used as the 

principal idea to conduct the modeling. CFD analyzes the fluid dynamics of continuous 

and dispersed phases and PBE evaluates the evolution of water droplets due to 

electrocoalescence. In addition, a proper criterion was introduced to model the 

creation/segregation of the free water phase.   
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Figure 2-2: World conventional and unconventional liquid production (EIA, Drilling 
Info, Statistics Canada and Labyrinth Consulting Services, Inc.) 

 

Novelty 

As mentioned in the literature review, some works used PBE to simulate the 

electrocoalescence of water droplets in crude oil. The fluid dynamics models considered 

in these works to describe the flow of the dispersed phase are still very simple. Other 

works considered the dispersed phase as a continuous phase, in order to solve the problem 

with two-phase flow simulations. These approaches do not seem appropriate to depict the 

process. Therefore, the CFD-PBE coupling was used for the first time to simulate the 

electrocoalescence desalination process. A wide range of model emulsions was used in 

experiments to develop a relatively general predictive model. Finally, a new criterion was 

introduced to model the creation/segregation of the free water phase.   
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Nomenclature 

ka  volume fraction of kth phase 

A  Hamaker constant 

C  capacitance at the droplet surface 

C a  electrocapillary number 

0d  initial distance between the inner poles (m) 

dD  diffusion coefficient of the dispersed phase (m2.s-1) 

VUe  coalescence efficiency of V and U droplets 

E  electric field (kg·m2·s−3·A−1.m-1) 

BF  buoyancy force (N) 

DF  drag force (N) 

dipF  dipole force (N) 

gF  gravitational force (N) 

LF  lift force (N) 

pF  pressure force (N) 

VMF  virtual mass force (N) 

g gravitational acceleration (m.s-2) 

G  droplet growth 

h distance between the surfaces of two droplets (thickness) 

L length (m) 

BK  Boltzmann constant 

pm  mass of particle (kg) 

n number density of droplets per volume of emulsion (1.m-3 m-3) 

r  droplet radius (m) 

Re Reynolds number 

P  pressure (N.m-2) 

Pe  Peclet number 

dipP  dipole moment of the bonds 
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s spacing between the center of two droplets (m) 

S  source term in population balance equation 

t  time (t) 

T  temperature (K) 

V  volume (m3) 

v characteristics of the size of droplets 

fv  volume fraction 

u velocity (m/s) 

VUu  relative velocity between V and U droplets 

z special position (m) 

Greek symbols 

m  permittivity of medium (F. m−1) 

  viscosity (kg·m−1·s−1) 

  density (kg.m-3) 

  viscosity (kg·m−1·s−1) 

  interfacial tension (N.M-1) 

( , )Q v v  coalescence kernel between v and v droplets 

 viscous stress tensor 

  voltage at the droplet surface 

  ratio of the radius of the small drop to that of the large drop 

Subscripts and superscripts  

c continuous phase 

ch  characteristics of electrocoalescer 

crit  critical 

d  droplet phase (water) 

O  oil phase (continuous phase) 

W  water phase (dispersed phase) 
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Chapter 3 – Methodology 
 

During the process of oil production, the mixture of water and oil is subjected to large 

shear rates, generating W/O emulsions [144–147] with large salt contents. Electrostatic 

demulsification of W/O emulsions is largely applied in the oil industry to desalt crude oil 

prior to its refining [3,47,148]. Droplet sizes and salt concentration are key variables in 

defining the separation efficiency [144–147]. 

The emulsion flow is a polydisperse multiphase flow that can be simulated by 

coupling a population balance model [82] with computational fluid dynamics 

[108,112,129,134]. The accuracy of this approach heavily relies on the adequacy of the 

employed breakage and coalescence models, which are not generally applicable and have 

adjusted parameters that usually depend on the characteristics of the multiphase system 

[45,115,116]. The parameters of the breakage and coalescence models are determined 

using available experimental data.  

 The CFD-PBE coupling builds the principal structure of this work. The schematic 

diagram of the methodology that was proceeded in this work is depicted in Figure 3-1. 

As explained in Section 2.2, the only interdroplet phenomenon that is considered to 

happen in electrocoalescence is aggregation. In this study, the coalescence of water 

droplets was shown through the PBE and the creation/segregation of free phase was 

displayed by the capture term. Moreover, the Navier-Stokes equation was solved to 

predict the motion of the phases (e.g. sedimentation). The polydisperse Eulerian-Eulerian 

model [95] was chosen for the fluid dynamics of the problem. The model considers the 

motion of multiple dispersed phases and one continuous phase. Besides the quadrature 

method of moments (QMOM) [134] was used to solve the PBE. 

 The aggregation and capture kernels have parameters that should be estimated using 

experimental data. In this work, the results of batch electrocoalescence experiments for 

aqueous and saline W/O emulsions were used to estimate the parameters. The reason is 

the less complicated nature of the batch electrocoalescence compared to the continuous 

process. The idea is to increase the precision and facility of parameter estimation. A 

mono-variate PBM based on mass/momentum balance equations for oil, dispersed and 

free water phases was developed to predict the behavior of batch electrocoalescence 

process. The details of batch experiments and PBM are presented in Sections 3.1 and 3.2, 

respectively. 
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Figure 3-1: Schematic Diagram for the Methodology 

 

After estimating the parameters, the aggregation and capture kernels were used to develop 

the CFD-PBE simulations. In this work, the Ansys Fluent (R) software [96] was used to 

perform the simulations. Moreover, the Ansys Fluent’s (R) user-defined function (UDF) 

options were used to implement the PBM. The results of CFD-PBE model were validated 

using experimental data from a continuous electrostatic pilot plant. The details of 

continuous pilot plant experiments and PBM are presented in Sections 3.3 and 3.4, 

respectively. A more detailed description of these steps is presented in the following 

sections. 

 

3.1. Description of Batch Experiments 

In this section, the details of batch experiments are explained. It should mention that the 

experiments were performed with the collaboration of MSc. Débora Micheline Vaz de 

Miranda (deboramichelline@gmail.com / dmiranda@peq.coppe.ufrj.br). 
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3.1.1. Basis of the Experiments 

The objective of the experiments was to study the influence of the electric field on the 

demulsification of model water-in-crude-oil emulsion. The advantage of using model 

emulsion is that it makes possible to have precise knowledge about the ingredients of the 

emulsion. However, the synthesized W/O emulsion should have a good representation of 

water-in-crude oil emulsion. 

 In this work, the Exxsol D130 (ExxonMobil) was used to perform the experiments. 

Exxsol D130 is a petroleum-based low odor hydrocarbon solvent. The desirable qualities 

of Exxsol D130 are the low aroma, low toxicity levels and narrow boiling point (Exxsol 

D130 MSDS, PureChems). The characteristics of the Exxsol D130 are presented in Table 

3-1. 

Table 3-1: Characteristics of Exxsol D130 

Density (g.cm-3) 25°C (SVM 3000 Viscometer, Anton Paar) 0.825 

Kinematic viscosity (mm2/s) 25°C (SVM 3000 Viscometer, Anton Paar) 7.81 

Dynamic viscosity (mPa.s) 25°C (SVM 3000 Viscometer, Anton Paar) 6.45 

Interfacial tension (mN/m) (Tensiometer DSA100, Kruss) 42.54 

Conductivity (nS/m) (CG  2000 conductometer, Gehaka) - 

Total acidity index (mgKOH/g) (Potentiometric titrator, Metrohm) 0.219 

Refraction index (Abbemat 3X00 Refractometer, Anton Paar ) 1.45 

 

To prepare the W/O emulsion, the desired mass percent of deionized (pH=6.5) 

water/saline was mixed with the Exxsol D130. Besides, to represent the natural materials 

of crude oil (e.x. asphaltenes and resins) in the W/O emulsion, chemical emulsifier was 

added to the respective phases. In this work, the hydrophilic AOT (Sigma-Aldrich) and 

lipophilic Span 80 (Sigma-Aldrich) emulsifiers were used to generate the emulsion. 

 To examine whether the synthesized W/O emulsion has a proper representation of 

water-in-crude oil emulsion, the stability and droplet size distribution (DSD) of the 

samples were analyzed [149]. The stability of the model emulsion was evaluated by 

observing the separation between the phases reported by Turbiscan equipment 

(TURBISCAN LAB™ Expert). To perform the stability analysis, the emulsion was 

poured into a 30mL cylindrical glass cuvette. Turbiscan emits an infrared beam (λ = 880 

nm) over the height of the cuvette. The equipment has two synchronized optical scanners 
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which measure the transmitted and reflected lights from different elevations of the 

emulsion. The apparatus presents the percentage of transmitted/reflected lights versus the 

height of the emulsion over time. In this study, since the W/O emulsion was opaque and 

did not have any transmission, only the reflected light was evaluated (backscattering).  

 The DSD of the W/O emulsion was measured by analyzing the images obtained from 

the Axiovert MRc40 MAT inverted optical microscope (Carl Zeiss). Samples were 

ejected from the model emulsion and put on lame to capture microscopic images. Five 

photos were captured from each microscope slide to consider the dispersion effects in the 

emulsion. The ImageJ analyzer (National Institutes of Health) was used to determine the 

DSD of the emulsion. The preparation of the emulsion, the stability/DSD analysis, and 

execution of the experiments were performed at room temperature (25 °C). 

 

3.1.2. Experimental Setup 

The experiments were performed in a batch electrostatic system. The main components 

of the experimental setup: a high voltage power source, batch vessel, and two electrodes 

are shown in Figure 3-2. The Trek PD06035 power amplifier (Tecnoclade Systems) 

generates controlled voltage waveforms. The capacity of the amplifier is limited to the 

AC voltage of ± 30 kV, the electrical current of ± 40 mA, and power of 600 W.  

 

 

Figure 3-2: Setup of the batch electrostatic system: (a) high voltage power source (b) 
electrodes and (c) batch vessel 

 

The electrostatic vessel is a jacketed glass vial which is connected to a thermostatic bath 

to control its temperature. The square shape electrodes are made of stainless steel. The 
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length of the electrodes is 2.5 cm and the distance between them is 2.8 cm. One of the 

electrodes is connected to the amplification system while the other one is ground. There 

is also a small ground electrode at the bottom of the vessel to zero the electrical voltage 

of the emulsion. The exact dimensions of the batch vessel and electrodes are shown in 

Figure 3-3. A computer program based on the LabVIEW programming language 

(National Instruments) was used to set the desired voltage, frequency, waveform of the 

applied electric field between the electrodes.  

 

 

Figure 3-3: Dimensions of the batch electrostatic vessel 

 

3.1.3. Experimental Procedure 

The procedure to prepare the samples of W/O emulsion and execute the experiments was 

as follows: 

1. The 0.2% w/w of AOT and 0.3% w/w of span 80 surfactants were pre-added to the 

aqueous and oil phases, respectively; 

For the preparation of saline emulsion, the 3.5% w/w of Sodium Chloride: NaCl salt 

(Vetec Química Fina LTDA) was added to the aqueous phase prior to step 1. 

2. The desired mass of the aqueous solution (0.2% AOT) was heated to 29 °C, and then 

gradually poured into the oil phase;  

Regarding to this step of the experiment, it should consider that the emulsion which is 
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prepared by pouring the oil phase to the aqueous solution could be more stable [150].  

3. The mixture was homogenized under vigorous stirring of an Ultra-Turrax dispersing 

system (Polytron PT3100, Biovera) for 5 minutes with the rotational speed of 7000rpm; 

4. The initial DSD of the emulsion was determined by analyzing the microscopic images 

of the emulsion using the ImageJ software (National Institutes of Health); 

5. A 30 mL of the emulsion was poured into the cylindrical glass cuvette to perform the 

stability analysis in the Turbiscan; 

6. A 180 mL of the emulsion was poured into the electrostatic vessel, allowing the 

electrostatic treatment to begin; 

7. The treated emulsions were analyzed to study the effect of electric field on the breakage 

of the W/O emulsions. 

To study the effect of electric field on the W/O emulsions, samples were taken from three 

different elevations of the electrostatic vessel as schematically shown in Figure 3-4-a (P1, 

P2, P3). Similarly, to examine the stability of the emulsions, samples were taken from 

three different elevations of the Turbiscan’s cuvette as schematically shown in Figure 

3-4-b (P1, P2, P3). To compare the efficiency of electrocoalescence, the selection of 

sampling points (P1, P2, P3) on the Electrostatic vessel and Turbiscan’s cuvette were 

proportional. The water content and DSD of the ejected samples were analyzed to 

investigate the coalescence and sedimentation of water droplets under the effect of the 

electric field. The water content of the samples was measured by the volumetric titration 

Karl Fischer (KF Titrando 836, Metrohm). Also, the DSD of the samples was determined 

by analyzing the microscopic images as explained in Section 3.1.1. 
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                        (a) 

 
 

 
             (b) 

Figure 3-4: Schematic sampling points of the (a) electrostatic vessel (b) Turbiscan’s 
cuvette  

 

It should be mentioned that to take samples from the treated emulsion, the electrodes were 

removed. This causes a small decrease in the height of the emulsion in the vessel which 

is schematically shown in Figure 3-5. 

 

 

Figure 3-5: Displacement of the vessel’s height by removing the electrodes 

 

3.1.4. Experimental Conditions 

The objective of the experiments was to evaluate the influence of the following variables 

on the demulsification of the W/O emulsion: 
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a) Initial water content  

b) Electrical potential 

c) Electrostatic time 

Therefore, W/O emulsions with different initial water contents were prepared and put 

under the effect of different electrostatic intensities for different residence times. The half-

factorial experimental design based on two levels with a triplicate at the central point was 

used to perform the experiment. Table 3-2 shows the matrix of experimental design in 

terms of the normalized variables (-1, 0, 1). The values of the respective experimental 

variables are presented in Table 3-3. 

Table 3-2: Experimental design 

Run Initial Water  
Content (%) 

Electrical Potential 
(kV) 

Time  
(min) 

1 1 1 1 

7 1 1 -1 

6 1 -1 1 

9 1 -1 -1 

2 -1 -1 -1 

10 -1 1 -1 

3 -1 1 1 

4 -1 -1 1 

5 0 0 0 

8 0 0 0 

11 0 0 0 

 

Table 3-3: Values of experimental variables 

Input  
variable 

Lower value 
(-1) 

Central value 
(0) 

Upper value 
(+1) 

Initial Water  
Content (%) 

5 10 15 

Electrical potential 
(kV) 

4 6 8 

Time (min) 4 7 10 
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3.2. Mathematical Model for Batch Electrocoalescence Process 

3.2.1. Simplified Model for Experimental Analysis 

A dynamic population balance model was developed to analyze the coalescence of water 

droplets in the batch electrocoalescence process. In the electrostatic vessel, the 

coalescence of droplets is so dominant that they form a free phase. To address the creation 

of the free water phase, a source term called “capture” was added to the balance equations. 

PBE, in general, is proposed for dilute systems and it is valid as long as the droplets are 

available. Therefore, we believe that in systems in which the coalescence is so dominant 

that a new free phase is created, a new term should be considered in the PBE to address 

this phenomenon. To our knowledge, this is the first work where the “free phase” idea 

has been used to model the electrocoalescence process. The schematic of a W/O emulsion 

combined with free water phase is shown in Figure 3-6. 

 

Figure 3-6: Schematic of w/o emulsion combined with the sedimented water phase. 

 

During the experiments, samples were taken from three different points of the vessel 

(Figure 3-4) to examine the uniformity of the emulsion in the treater. Based on the 

findings of the experiments, the profiles of size distribution and water content were not 

uniform inside the emulsion. Therefore, the convection term was maintained in the 

balance equations to address the axial gradients of the variables. Moreover, it was 

considered that the free water phase is created gradually along the height of the treater. 

To consider the movement of the phases, the mass and momentum balance equations of 

oil, disperse and free-water phases were coupled to the PBE. The schematic of the 

aqueous phases available in the treater (water droplets and free-water) is shown in Figure 

3-7. In this work, the radial gradients were neglected and a one-dimensional model was 

used to represent the batch process. However, it should mention that because of the 
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vertical electrodes, the water phases tend to move horizontally toward the direction of the 

electric field. This can be utilized as an idea to improve the model in the future works.  

 

 

Figure 3-7: Schematic of the water phases present in the treater 

 

To model this system, three phases denoted as I, II, and III were considered to be present 

in the treater. Phase I comprises the oil phase, while phases II and III include the dispersed 

droplets and free water, respectively. The PBE along with mass and momentum balance 

equations for oil, disperse and free water phases were solved simultaneously to predict 

the behavior of the batch electrocoalescence process. Mass and momentum balance 

equations of the phases were written for the sectional element shown in Figure 3-7 to 

determine the governing equations of the entire system. In the following sections, the 

conservation equations for each of the three phases are explained separately. 

 

- Mass balance equation for the oil phase: 

( ) 0
I

I Iu
t z

  
 

 
 (3-1) 

 

- Momentum balance (Navier-Stokes) equation for the oil phase: 
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  
  

  

    
 (3-2) 

In these two equations, I and Iu  are the volume fraction and rising velocity of the oil 

phase, respectively. The last two terms on the left-hand side of Equation (3-2) represents 
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the drag force which is due to the relative motion of oil to the aqueous phases. In the 

similar studies presented to simulate the movement of water-in-oil emulsion [151], the 

model proposed by Shiller was used to calculate the drag coefficient [96,152].  

0 2

18 drag sys
D

f
C

d


  (3-3) 

This model caters for dilute systems where the volume fraction of disperse phases is low 

[153]. The model is obtained from simple analysis, where the forces are exerted on single 

elements of disperse phase. However, when the volume fraction of droplets increases, 

these forces are influenced by the vicinity of other disperse phases. Therefore, in this 

work, the pre-factor correlation employed by Marschall [154] and reactingEulerFoam 

OpenFOAM solver (OpenCFD Ltd., 2013) for laminar flow based on the study of 

Richardson [139] was used to determine the drag coefficient:  

04.65

1

(1 )D D
w

C C





 (3-4) 

where w  the is the summation of volume fraction of water phases: 

1

M
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w d
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

   (3-5) 

The sys  in Equation (3-3) is the viscosity of the system which was calculated by  
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where the volume fraction of disperse phases ( e ) in the emulsion (oil+water droplets) is 
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 (3-7) 

The first term on the right-hand side of Equation (3-6) represents the viscosity of emulsion 

[155] and the second term characterizes the free phase. Moreover, d  in Equation (3-3) 

is the representative diameter of disperse or free phases. In this study, it was considered 

that the representative diameter of free phase is proportional to the cubic root of its 

volume fraction: 
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1
3( )III III

f maxd d   (3-8) 

where 
III
maxd  is the maximum diameter of the free water phase. In this work, the value of 

500µ was used for the 
III
maxd . The value is basically a numerical parameter which had the 

best performance to model the system. Here, it was considered that the total volume of 

free phase is equal to the sum of the volume of equisized big droplets which compose the 

phase. Therefore, the representative diameter of free phase would be the cubic root of the 

volume fraction of free phase. In the formulation of the equations, the positive and 

negative directions of velocity are upwards and downwards, respectively. Since in this 

work, the descending and rising velocities of phases were slow (<1e-3(m/s)), the ( )
P

z




 

term in the Navier-Stokes equation was considered as the static pressure drop in each 

sectional element (dz):  
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P
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- Mass balance equation for the disperse water droplets (PBE): 
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
 (3-10) 

The capture term in Equation (3-10): III
capK n  denotes the creation of free water phase. 

The capture coefficient: capK  is a parameter of the model and should be estimated. In this 

work, due to the mathematical form of the capture term (contact model), it was not 

possible to consider a zero value for the initial volume fraction of the free phase. 

Therefore, it was assumed that 0.01 of the initial water volume% is composed of the free 

phase. The last two terms on the left-hand side of the equation represent the birth and 

death aggregations of the droplets, respectively [156]. Equations (3-10) is a set of partial 

differential equations which should be solved for all of the classes of droplets (d). It’s 

worth to mention that based on our calculations, in this work, the diffusion of droplets 

was not significant in comparison to the other terms of Equation (3-10). 
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- Momentum balance (Navier-Stokes) equation for the disperse water droplets: 
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 (3-11) 

The last term on the left-hand side of Equation (3-11) represents the momentum transfer 

from the disperse phases to the free-water phase. 

In this work, similar to the work of Favero[151], our initial intention was to develop 

a bi-variate population balance model to represent the distribution of mass of salt in the 

droplets. However, in the electrocoalescence process, the salt is well mixed in the 

droplets. Therefore, the distribution of mass salt is dependent on the size of the droplets 

and cannot be considered as another internal variable of the PBM. 

 

- Mass balance equation for the free water phase: 
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In this equation, 
III and I I Iu are the volume fraction and descending velocity of the free 

water phase, respectively. The last term on the left-hand side of the equation represents 

the creation of the free water phase due to segregation of the droplets from the disperse 

phase.  

 

- Momentum balance (Navier-Stokes) equation for the free water phase: 
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The last term on the left-hand side of the equation represents the momentum transfer from 

the classes of droplets (d) to the free-water phase.  
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3.2.2. Coalescence and Capture Kernels 

In this work, the model proposed by Zhang [84] was used to calculate the aggregation 

frequency of the two droplets “i” and “j” coalescing together:  

 2 (0 ))i j agg i j ij ijQ(d ,d K d d u e   (3-14) 

In this equation, (0)
iju is the relative velocity of two widely separated droplets approaching 

together [37,157]: 

2 2
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 (3-15) 

Moreover, ije is the collision efficiency which represents the influences of the electric 

field, hydrodynamic interactions between the phases, and Van der Waals forces on the 

coalescence of the droplets [84]: 

0.55
2 2

0

2 (1 )
0.45( )

3 (1 )
W O i

ij

gd
e

E

   
 

 



 (3-16) 

and aggK  is a parameter of the aggregation kernel which is dependent on the characteristics 

of the particulate system and should be estimated. 

In this study, based on the primary results of the electrostatic and Turbiscan tests, it 

was considered that the gravitational coalescence is negligible compared to the 

electrocoalescence. In this work, the ComSol Multiphysics software (COMSOL Inc) was 

used to determine the profile of a steady-state electric field (DC) inside the batch 

electrostatic vessel. The ComSol simulations were conducted for the two-dimensional 

geometry of Figure 3-3. It’s worth to mention that based on the electric field’s equation (

E   ) [158], the profile of the DC electric field inside the vessel is independent on 

the local volume fraction of the water/oil. Moreover, it should mention that in this work 

the power source (Figure 3-2) was able to maintain the voltage at the desired values (Table 

3-3). In the electrostatic vessel, the free phase is initially mainly created in the space 

between the electrodes where the electric field is stronger and then, it descends and 

captures other water droplets. Therefore, it was expected that the capture coefficient 

would have different values in different elevations of the vessel. In this work, the 

following empirical equation was considered/proposed to calculate the capture 
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coefficient: 

1
3

0

2
0( )( )

E

III
cap cap cap dK K K E d 
   (3-17) 

In this equation, 0E  is the electric field and
0capK , 

EcapK  are two parameters of the model 

which should be estimated using the experimental data. The 
1

3( )III 
 term represents the 

area per volume of the free water droplets and the 2
dd  is proportional to the area of the 

disperse droplets. Based on the formulation of the capture coefficient, we believe that the 

capture phenomenon in the electrocoalescence is based on shock rather than diffusion. 

The mathematical form of Equation (3-17) suggests that the bigger droplets have a higher 

chance to be captured by the free phase. 

 

3.2.3. Solution of the Mathematical Model 

In the previous section, the governing equations of the particulate system were derived. 

The set of integrodifferential Equations (3-1), (3-2), (3-10), (3-11), and (3-13) should be 

solved to determine the profiles of DSD and water content inside the batch electrostatic 

vessel. In this work, our initial intention was to use the method of classes [159] to resolve 

the integral form of Equation (3-10) and solve the PBE. The idea was taken from the work 

of Mitre [89] which was performed to model the breakage/coalescence for the flow of 

W/O emulsion through a valve-like element. In their study, they considered that the 100 

classes of droplets move with the continuous phase velocity. However, one of the main 

characteristics of batch electrocoalescence is the countercurrent movement of the phases 

which demands the solving of Navier-stokes equation. Therefore, in this work, due to the 

high computational cost of the mass-momentum balance equations for an adequate 

number of classes (e.x. 50), it was not possible to employ the method of classes [159]. 

Moreover, the mathematical form of Navier-Stokes equation for disperse droplets 

(Equation (3-11)) requires non-zero initial number density values which complicate the 

utilization of fixed mesh PBE solution methods. Therefore, we decided to use moment-

based methods because of their computational efficiency [160].  

 In this study, our second intention to solve the PBE was to employ the direct 

quadrature method of moments (DQMOM) [129]. However, our simulations showed that 

the method diverges as the volume fraction of one of the disperse droplets reaches to zero. 

This is due to the characteristics of transport equations of DQMOM as it diverges when 
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one of the disperse phases vanishes. This issue is addressed in the 4th and 7th chapter of 

Marchisio’s book [161]. Therefore, we employed the quadrature method of moments 

(QMOM) (D L Marchisio and Fox 2005 to solve the PBE. The main difference between 

the QMOM and DQMOM is that the QMOM considers a single velocity for all classes of 

droplets while DQMOM considers different velocities for different classes of droplets 

[160,162]. In the QMOM approach, the number density function is thought of a 

summation of Dirac delta functions: 

1

( ;z, ) (z, ) ( (z, ))
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d d
d

f t w t t   


   (3-18) 

where the subscript d  node represents the M  disperse phases characterized by weight 

(z, )dw t  and property (z, )d t . In this study, similar to the Ansys Fluent (R) software’s 

add-on for PBE [96], it was considered that the droplets are represented by four classes (

4M  ) of disperse phases. Here the diameter of the class of droplets ( dd ) was considered 

as the internal property of the PBE. To apply the QMOM, the PBE (Equation (3-10)) must 

be rewritten in terms of moments of number density function which can be approximated 

using the quadrature [160]: 
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By substituting Equation (3-18) in Equation (3-10) and applying the moment transforms, 

the following closed set of transport equations can be obtained [160]: 
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Equation (3-20) should be solved for the first 2M moments ( km ) ( 0, ..., 2 1k M  ). In 

each step of integration, the weights ( dw ) and abscissas ( dd ) are determined by inverting 

the moments. In this work, the k -Wheeler algorithm [163] was used for the moment 

inversion. In this procedure, first, the number of realizable moments is determined by 

calculating the values of k : 
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where kH are the Hankel determinants [164] 
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with 2 1 0 1H H H    . Based on the largest value of k for which 0k  , the subset of 

realizable moments is identified [165]. Then, the Wheeler algorithm [166] is used to 

invert the realizable moments. 

 In order to improve the convergence and conservativeness of the system of equations, 

the mass balance equation of oil phase (Equation (3-1)) was substituted by the algebraic 

equation of the total volume of the phases: 

1 0I II III       (3-23) 

where 
II is the total volume fraction of disperse water droplets. Based on the definition 

of quadrature moments (Equations (3-19)), the total volume fraction of disperse droplets 

can be calculated as 36 m : 
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 Moreover, due to the batch characteristic of the electrostatic vessel, the average velocity 

of the system is zero: 

0I I II II III III
Sysu u u u       (3-25) 

Therefore, by determining the velocities of disperse and free water phases from Equations 

(3-11) and (3-13), the rising velocity of the oil phase can be calculated by Equation (3-25).  

The independent variables of the resulting set of equations are the elevation and time 
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( ,z t ), while the 2M first moments of classes of droplets ( km ); volume fraction of phases 

I and III ( ,I III  ), rising velocity of oil phase ( Iu ), and descending velocities of disperse 

and free-water phases ( ,II IIIu u ) comprise the dependent variables. 

The set of partial-differential-algebraic Equations (3-11), (3-12), (3-13), (3-20), 

(3-23), and (3-25) were expanded and solved using the finite volume method. The linear 

upwind scheme was used to estimate the gradient terms. For this reason, the height of the 

electrostatic vessel was discretized uniformly to 56 points. Uniform distribution of DSD 

and water content inside the vessel was considered as the initial condition. Moreover, it 

was considered that the initial velocity of the phases is zero. Besides, zero-fluxes at the 

upper and lower walls of the vessel were considered as the boundary condition. The 

numerical integrators of Dasslc [167]  and ode15s (MathWorks) were used to solve the 

set of differential-algebraic equations.  

 

3.2.4. Determination of the Initial DSD 

As explained in the previous sections, in this work, the ImageJ Analyzer (National 

Institutes of Health) was used to determine the DSD. The ImageJ software provides only 

the droplets’ size (diameter) of the selected sample. In this study, approximately 2000 

droplets were counted by ImageJ software for each photo analysis. The sizes measured 

by ImageJ Analyzer comprise the initial normalized DSD. Therefore, to determine the 

non-normalized DSD, the volume fraction of water ( w ) was divided into the volume 

fraction of the droplets measured by ImageJ Analyzer as 
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Then, the first 2M initial moments (k = 0,1,..,2M-1) of the number of classes for the 

QMOM formulation (Equation (3-20)) [160] were calculated by 
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j

m N d   (3-27) 
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3.2.5. Estimation of Model Parameters 

In this work, the values of water content ( &BS W ) at the three sampling points (P1, P2, 

P3 in Figure 3-4) were used for parameter estimation; and the size distribution of the 

droplets was used for model verification. Based on the formulation of the model, the 

&BS W  can be calculated by 
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The objective function that was used to estimate the parameters of the model ( aggK , 
0capK

,
EcapK ) is 
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where NE is the number of experimental points, the subscript h refers to the elevation of 

the sampling point and the subscript p indicates the points of the experimental matrix.  

 In this work, the Asynchronous and Immediate Update Parallel Particle Swarm 

Optimization (AIU-PPSO) algorithm developed by Moraes [168] was employed to 

determine the parameter of the model. The computer programs were written using the 

Matlab 2010 (Mathworks) software and were run on a 32G RAM, SSD 1Tb, quad-core 

i7, and 3.4GH machine. 

 

3.3. Description of Continuous Pilot Plant Experiments  

The accuracy of the aggregation and capture kernels developed in the previous section to 

simulate the electrocoalescence process is tested in this step. The kernels should be able 

to at least to some extent predict the dynamics of the continuous electrocoalescence pilot 

plant process. In the following subsections, a brief introduction to the electrocoalescence 

pilot plant that is used to perform the continuous experiments is presented. Further details 

about the procedure the continuous pilot plant experiments were performed and the setup 

can be found in the works of Assenheimer [169,170]. 
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3.3.1. Pilot Plant 

The setup of the Pilot plant is shown in Figure 3-8. The setup mainly consists of two 

sections. The first one is the emulsion generator (using a homogenizer). In this section, 

model oil and water are mixed and heated to make the desired emulsion. The second 

section is the electrostatic unit. In this section, the emulsion is broken/separated under the 

effect of electric field. The dehydrated oil finally is cooled down for disposal. The process 

description of the pilot plant is explained in the following section.  

 

Figure 3-8. Electrocoalescence pilot plant 

 

3.3.2. Description of Pilot Plant Process 

The pilot plant process starts from two tanks, one for water (T-01) and the other one for 

oil (T-02). Two piston pumps (high-pressure dosing pump, Omel) are employed to flow 

the water (P-01) and the oil (P-02) through the process. The water feed line is equipped 

with one Coriolis (Micro Motion, Emerson) flowmeter (FIT-01) to measure the water 

mass flow rate, and where the water and oil pipes join there is another Coriolis flowmeter 

(FIT-02) to measure the total mass flow rate (oil and water). Two heat exchangers are 

connected to heat up the water (H-01) and the oil (H-02). Then, with the aid of a dynamic 

mixer (MP-01), the emulsion can be formed. The rotation frequency of the dynamic mixer 

can be altered to apply the proper shear rate to the fluids. After the formation of emulsion, 

there is a sampler (SP-01) where the emulsion sample can be taken to check the 

characteristic of the emulsion, e.g., water content by Karl Fisher titration and the average 

droplet size by microscopy. The emulsion then flows through the electrostatic treatment 

cell (INTERAV), (DC-01). The cell has thermocouples located in the bottom and top of 
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the cell to monitor the temperature and the water level is controlled by a needle valve in 

the bottom of the cell.  

After the electrostatic treatment cell, the dehydrated oil flows to another sampler, (SP-

02), where the treated oil samples are collected periodically (every 15 to 30 min, depends 

on the flow rate) from the top of the unit. The water fraction is measured by the Karl 

Fisher method until a steady state is reached (until the absolute error of the water content 

in the treated oil reaches a value lower than 5%). The last water content value is reported 

for each condition. The average droplet sizes are also measured and analyzed by 

microscopy using the ImageJ software. In the case of working at high temperature, a heat 

exchanger (H-03) is available to cool down the fluids before disposal. There is a control 

valve at the exit line of the pilot plant to regulate the system pressure (PIC-01). Figure 

3-9 shows the process flow diagram of the pilot plant. 

 

 
Figure 3-9. Pilot Plant Process Flow Diagram 

 

The model that is considered to simulate the behavior of the continuous process, takes the 

data from the entrance to the electrostatic unit as model input and tries to predict the 

aggregation of dispersed droplets and separation of phases. In fact, only the second 

section of the pilot plant will be simulated. Therefore, due to its importance, in the flowing 

section, the electrocoalescer unit is explained in more detail. 

 

3.3.3. Electrocoalescer Unit 

The electrostatic coalescer, manufactured by INTERAV S/A (model DC-250) is shown 

in Figure 3-10. The equipment consists of two components: electrostatic cell and power 

supply unit. 
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Figure 3-10. Electrocoalescer unit 
 

The electrostatic window cell is composed of a stainless steel body, with the length of 

40cm and internal diameter of 5cm and an approximate volume of 820 ml. The glass 

window is made of tempered borosilicate for the observation of the fluid flow (Figure 

3-11). The pressure threshold and maximum operating temperature of the cell are 34.5 

bar and 150 ºC. 

 

Figure 3-11. Tempered borosilicate glass windows  
 

At the bottom of the cell, there is an adjustable fluid distributor which allows the entrance 

of fluid at any desired level below the cell electrodes. The feeder is oriented horizontally 

with 12 holes of 2 mm internal diameter. 
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Figure 3-12. Emulsion feeder 

 

In the lower side of the cell, there is a needle valve to drain the precipitated water. The 

valve is connected to a coil to cool down the water to prevent the evaporation of water 

when the samples are at high temperature. 

At the upper side of the cell, the circular horizontal electrode plates are located. The 

space between the electrodes can be changed from 1 to 4 inches (25 to 100mm). In the 

upper flange, there is a needle valve with coil condenser, a pressure relief valve which 

can be adjusted from 0.68 to 15.5 bar and thermocouples to measure the inlet and outlet 

temperatures. (Figure 3-13). 

 

Figure 3-13. Electrodes of the electrostatic cell a) side view b) frontal view  
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3.4. Mathematical model for Continuous Electrocoalescence Process  

In this section, the multiphase Eulerian model coupled with the QMOM population 

balance add-on of the Ansys Fluent (R) 17.2 software [96,171] was used to simulate the 

continuous electrostatic vessel. The Eulerian-QMOM model that was implemented in 

Ansys Fluent (R) [96,171] is similar to the batch electrocoalescence model. The 

aggregation and capture kernels derived in Section 3.2 were employed to implement the 

model.   

In the following two sections, first, the Eulerian-QMOM model of Ansys Fluent (R) 

software is explained. Then, the detailed steps of the simulation of the continuous 

electrostatic vessel are presented. 

 

3.4.1. Eulerian-QMOM Model of Ansys Fluent (R) software  

The general mass/momentum conversation equations solved by Ansys Fluent (R) for the 

Eulerian model are presented [96]. The continuity equation for phase q  is 

1
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where qv


is the velocity of phase q  and pq qpm m  characterizes the net mass transfer from 

the thp  to thq phase. By default, the source term qS  on the right-hand side of Equation 

(3-30) is zero, but it can specify a constant or user-defined mass source for each phase. 

The momentum balance for phase q  yields 
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(3-31) 

 

where q  is the thq phase stress-strain tensor, qF


 is an external body force, ,lift qF


is a lift 

force, ,wl qF


is a wall lubrication force, ,vm qF


is a virtual mass force, and ,td qF


is a turbulent 

dispersion force (in the case of turbulent flow only). qpR


 is an interaction force between 

phases, and p  is the pressure shared between the phases. In this work, the coupled method 

(ANSYS 2016a) was used to solve the multiphase flow system. 
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In this work, the population balance add-on of Ansys Fluent (R) software [171] is used to 

solve the set of QMOM equations. The add-on is a set of user-defined scalars (UDS) 

which are solved to determine the distribution of the internal variable of a PBM for a 

secondary phase. The set of QMOM equations for a coalescence-breakage system in the 

Ansys Fluent (R) software [171] is: 

3 3 /3
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where ( , ) ,  ( )a a   
       and 

( )

1 20
( | )

k kb b d
       (3-33) 

 

The procedure to solve the QMOM equations in Ansys Fluent (R) [171] is similar to what 

explained in Section 3.2.3. First, the moments are inverted using the PD algorithm 

(Gordon, 1968) to calculate the weights and abscissas. Then, the calculated values are 

used to integrate the 2 1M   moment equations (Equation (3-32)).    

In order to couple the Eulerian and QMOM equations, the software uses the Sauter 

mean diameter: 32d  as the representative diameter of the PBE secondary phase. Sauter 

mean diameter is the proportion of the 3rd to 2nd diameter-base moments:  

3
32

2

m
d

m
  (3-34) 

The 32d  represents the mean particle size and is used to calculate the drag coefficient 

(similar to Equation (3-3)).  

   

3.4.2. Simulation of the Continuous Electrostatic Vessel 

In this work, our initial intention was to simulate the exact 3D geometry of the 

electrostatic vessel (Figure 3-10). The 3D geometry of the vessel that was drawn by 

ANSYS SpaceClaim software [96] is shown in Figure 3-14. 
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Figure 3-14: 3D geometry of the continuous electrostatic vessel 
 

However, our initial simulations showed that the computational time of the 3D 

simulations is extremely high. Therefore, the 2D axisymmetric model was simulated. The 

exact dimensions of the continuous electrostatic vessel and electrodes are shown in Figure 

3-15. 

 

 

Figure 3-15: Axisymmetric dimensions of the continuous electrostatic vessel 
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The left side of Figure 3-15 is the symmetry axis of the geometry. It’s worth to mention 

that in the Ansys Fluent (R) software, the symmetry axis should be parallel to the X-axis 

[96]. The geometry of Figure 3-15 consists of two incomplete rectangles which are the 

feeder and body of the continuous electrostatic vessel. The intersection of the two 

rectangles is the wall of the feeder. Besides, the outlet of the feeder is also the inlet of the 

body. Therefore, in order to implement the geometry in the Ansys Fluent (R) software, 

the two rectangles should be drawn and meshed (discretized) separately in two different 

files. In this work, the geometries were drawn in Ansys SpaceClaim 17.2 software and 

the meshes were created in the Ansys Meshing 17.2 software [96]. The feeder and body 

mesh files were combined together in the Ansys Fluent (R) software and the outlet of the 

feeder and the inlet of the body was then fused. The 2D mesh of the continuous 

electrostatic vessel is shown in Figure 3-16. Besides, the mesh repair command of the 

software (/mesh/repair-improve/repair) was used to improve the discretization.  

 

Figure 3-16: 2D Axisymmetric mesh of the continuous electrostatic vessel 

 
In this work, two meshes were used to check the convergence of the calculations. The 

properties of the three meshes are presented in Table 3-4. It is worth to mention that a 

third mesh with the cell length of 2.5e-4 (m) was constructed to examine the mesh 

convergence. However, the Ansys Fluent (R) software was not able to initialize/solve the 

case of the mesh due to its high computational cost. 

 
Table 3-4: Mesh properties used in the CFD-PBE simulations 

Mesh Cell length (m) Cells Faces Nodes 

1st Mesh 5e-4 39984 81323 41340 

2nd Mesh 4e-4 65520 132750 67231 

 

As explained in Section 3.4, the CFD-PBE model that was implemented in the Ansys 

Fluent (R) software [96], is similar to the batch model described in section 3.2.1. The oil, 

disperse water, and free water phases were considered as the material present in the 

system. The interaction between the phases was presented as the drag force, lift force, 

mass transfer, and the surface tension force. Moreover, due to the low Reynolds number 

of the system (Re<1000), the flow was considered laminar.  
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In this work, the Schiller-Nauman equation was used to calculate the drag force 

between the oil-disperse water and oil-free water phases [96,152]. Moreover, the 

DEFINE_EXCHANGE_PROPERTY user-defined function (UDF) was used to calculate 

the Marschall drag factor [154] explained in Section 3.2.1 (Equation (3-4)). To model the 

mass/momentum transfer from the disperse water phase to the free water, the 

DEFINE_MASS_TRANSFER UDF was employed. The function of this macro is similar 

to the calculation of capture term in the Equations (3-12) and (3-13).  

The population balance add-on of the Ansys Fluent (R) software [96] was enabled 

(using the “define/models/addon-module 5” command) to model the coalescence between 

the disperse water droplets. The DEFINE_PB_COALESCENCE_RATE UDF was used 

to calculate the aggregation kernel (Equation (3-14)). Similar to the batch model, the 

QMOM technique with 8 moments was used to solve the population balance equation. 

Based on the settings of the Ansys Fluent (R) PBM, the maximum and minimum diameter 

of droplets were considered as 1e-3 (m) and 1e-7 (m), respectively. To calculate the 

capture source term in the PBE (similar to Equation (3-10)), DEFINE_SOURCE UDFs 

were written for each of the 8 moments. Therefore, enabling the population balance add-

on for the disperse water phase, the Sauter-mean diameter was used as its representative 

diameter. Besides, based on the Equation (3-8), the DEFINE_PROPERTY UDF was used 

to calculate the representative diameter of the free water phase. 

In the simulations, the inlet-velocity was considered as the boundary condition in the 

inlet of the vessel. Therefore, the velocity of oil/disperse/free phases plus the volume 

fraction of disperse/free water phases; and the 8 moments of the disperse phase at the inlet 

was inputted in the software. The pressure-outlet was considered as the boundary 

condition at the outlet of the vessel. This condition is known to results in the best 

numerical convergences. Based on the pilot plant experiments, the pressure at the outlet 

of the vessel was maintained at 10.6 atm. In the study, the walls of the vessel were 

considered to be stationary. Besides, it was considered that the contact angle between the 

water-oil phases is 45o, while the angle between the water phases is 0o. 

As explained in Section 3.4, the coupled method (ANSYS 2016a) was used to solve 

the polydisperse system. In this study, the first-order upwind method was used for the 

discretization. The reason for not having used the higher-order upwind methods is that 

based on the book of Marchisio’s book [161] they might lead to nonconservation of the 

moments in the QMOM. The detailed setting of the simulations in the Ansys Fluent (R) 

software [96] is presented in Table 3-5. 
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Table 3-5: Settings of the CFD-PBE simulation in Ansys Fluent (R) 

General Solver: Double Precision  

Type: Pressure-base 

Velocity Formulation: Absolute 

Time: Dynamic 

2D Space: Axisymmetric 

Gravitational Acceleration: X (m/s2) -9.81  

Material Oil  

Disperse water 

Free water 

Models - Multiphase: Eulerian, Implicit formulation 

     Number of phases: 3 

     Primary Phase: Oil 

     1st Secondary phase: Disperse Water 

     2nd Secondary Phase: Free Water 

- Phase Interactions: 

     Virtual Mass Modeling: none  

     Drag: Schiller-Nauman + Drag Modification (user-defined) 

     Lift: Legendre-magnaudet 

     Wall Lubrification: none 

     Mass: Mass Transfer (user-defined) 

     Surface Tension Force Modeling: Continuum surface    force 

modeling + Surface Tension Coefficient + Wall Adhesion 

     Interfacial Area: ia-symmetric 

 

- Viscous: Laminar 

Population Balance 
Model 

Quadrature method of moment model (QMOM) 

kv: 0.5235988 

Number of moments: 8 

Maximum diameter: 1e-3 (m) 

Minimum diameter: 1e-7 (m) 

Phenomena: Aggregation kernel (user-defined) 

Boundary condition - Walls: Stationary walls  
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  Contact angle: Oil- Disperse water (45o) 

                         Oil-Free water (45o) 

                         Disperse Water-Free water (0o) 

- Inlet: Inlet velocity 

   

- Outlet: Pressure outlet 

  Mixture pressure outlet = 10.6 atm 

 

Solution methods - P-V coupling: Coupled 

- Spatial discretization 

     Gradient: least-squares cell-based 

     Momentum: 1st order upwind 

     Volume fraction: 1st order upwind 

     Moments: 1st order upwind 

Relaxation factors Courant number: 200 

Pressure: 0.5 

Momentum: 0.5 

Volume fraction: 0.25  

Moments: 0.25 

 

In this work, similar to Section 3.2.2, the ComSol Multiphysics software (COMSOL Inc) 

was used to determine the profile of the steady-state electric field (DC) inside the 

continuous electrostatic vessel. The ComSol simulations were conducted for the two-

dimensional geometry of Figure 3-15. It’s worth to mention that based on the electric 

field’s equation ( E   ) [158], the profile of the DC electric field inside the vessel is 

independent on the local volume fraction of the water/oil. Then, the results of the 

simulation were used to fit a function in Matlab software (Mathworks) and the fitted 

function was implemented in Ansys Fluent using DEFINE_ON_DEMAND UDF. This 

macro was executed before running the CFD-PBE simulation to avoid the recalculation 

of the electric field. Moreover, the capture coefficient that is common between several 

UDFs were calculated in the DEFINE_ADJUST UDF to accelerate the calculation. The 

list of UDFs that were used in the simulations is presented in Table 3-6.  
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Table 3-6: List of user-defined functions (UDFs) 

UDF Functionality 

DEFINE_ON_DEMAND Determination of Electric field (1udf) 

DEFINE_ADJUST Calculation of Capture coefficient (1udf) 

DEFINE_PB_COALESCENCE_RATE Calculation of aggregation kernel (1udf) 

DEFINE_PROPERTY Calculation of representative diameter of 

free phase (1udf) 

DEFINE_EXCHANGE_PROPERTY Calculation of drag coefficient factor 

between oil-disperse water and oil-free 

water (2udfs) 

DEFINE_MASS_TRANSFER Calculation of mass transfer rate between 

the disperse and free water phases (1udf) 

DEFINE_SOURCE Calculation of source terms for the 8 

moments (8udfs) 

 

 

Nomenclature 

a  breakage kernel 

b  daughter distribution function 

dC  drag coefficient 

d  diameter of droplet (m) 

id  diameter of the smaller droplet (m) 

32d  Sauter-mean 

electrodesd  distance between the electrodes (m) 

III
maxd  maximum diameter of free water phase (m) 

dD  diffusion coefficient of the dispersed phase (m2.s-1) 

ije  collision efficiency 

E  electric field (N/C) 

0E  electric field between the electrodes (N/C) 
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dragf  drag factor 

,lift qF


 Lift force 

qF


 external body force 

,td qF


 turbulent dispersion force 

,wl qF


 wall lubrication force 

,vm qF


 virtual mass force 

g  gravitational acceleration (m/s2) 

G  droplet growth 

kH  Hankel determinants 

aggK  aggregation coefficient 

capK  capture coefficient 

km  kth moment of the classes of droplets (k = 0,..,2M-1) 

pqm  mass transfer from the thp  to thq phase 

M  number of disperse droplet phases (M=4) 

n  number density of droplets per volume of emulsion (1.m-3 m-3) 

N  number of drops per volume of emulsion (1.m-3) 

nN  normalized number of droplets per volume of emulsion ( 1.m-3) 

P pressure (N/m2)  

i jQ(d ,d ) coalescence frequency of the droplets with diameters id  and jd  

qpR


 interaction force between phases 

t  time (s) 

qS  source term in the continuity equation 

v  characteristics size of droplets 

V  volume (m3) 

u  velocity (m/s) 

(0)
iju  relative velocity of the two droplets (m/s) 

w  weight in the QMOM formulation  
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z  special position (m) 

Greek symbols 

  electrical permittivity (F. m−1) 

  abscissas in the QMOM formulation 

  viscosity (kg·m−1·s−1) 

̂  ratio of the water viscosity to the oil viscosity 

  density (kg.m-3) 

̂  ratio of the water density to the oil density 

  volume fraction 

  electrical potential  

q  stress-strain tensor 

  ratio of the radius of the small drop to that of the large drop 

Subscripts and Superscripts 

cal  calculated by model 

cap  capture term 

d  droplet (disperse phase) 

e  emulsion (oil + disperse water droplets) 

exp  experimental value 

I  oil phase 

II disperse water droplets in the oil phase 

III  free-water phase 

O  oil phase 

S ys  system 

W  water phase 

 

Abbreviations 

AC  alternative current 

&BS W  basic sediment and water (water content) 
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Chapter 4 - Results and Discussions 

 

4.1. Analysis of Batch Experiments and Model 

In this section, first, the results of the batch experiments are presented. Then, the 

estimation of the parameters is discussed and the performance of the model to predict the 

experimental data is evaluated. 

 

4.1.1. Analysis of the Stability of Emulsion 

As explained in Section 3.1.1, in this work, the model emulsion was used to perform the 

experiments. In order to examine whether the synthesized model emulsion has proper 

stability, the emulsions were examined using Turbiscan. Figure 4-1-a and Figure 4-1-b 

show the destabilization of the model emulsions with 15 and 5 water% w/w after 10 

minutes, respectively, measured by backscattering.  

The higher density of water makes the disperse droplets settle in the W/O emulsion. 

Therefore, the concentration of oil phase increases in the top of the Turbiscan’s cuvette. 

As the refraction index of Exxsol (Table 3-1) suggests, it is a transparent solvent. 

Therefore, at the top of the cuvette, where the concentration of oil (here, the continuous 

phase of emulsion) is higher, a lower amount of beam is backscattered (clarification). The 

increase of backscattering at the bottom of the Turbiscan’s cuvette is due to the 

accumulation of aqueous phase that creates an opaque white-colored abnormal emulsion.   
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a) 

 

 

b) 

 

Figure 4-1: Turbiscan backscattering profile of the a) 15, b) 5 water% w/w model 
emulsions 

 
Figure 4-1-a and Figure 4-1-b portray the backscattering analysis of the least and most 

stable synthesized emulsions in the experimental design matrix, respectively. The figures 

express that the model emulsion has enough stability for the electrostatic experiments 

which is comparable to crude oil.  

The profile of Turbiscan backscattering had consistent/similar trends in other water% 

w/w and residence times. Although, due to the higher viscosity of emulsions with more 

amount of water% w/w (Equation (3-6)), the destabilization is of emulsion was slower. 
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4.1.2. Analysis of the Stability of Saline Emulsions 

Turbiscan analysis was also conducted for the saline emulsions. The addition of small% 

w/w of salt does not change significantly the density and viscosity of W/O emulsion. 

However, the presence of salt can increase or decrease considerably the surface tension 

of the W/O emulsion which affects its stability [4]. The change of surface tension by 

adding salt depends on the pH of salt solution and how it reacts with the W/O interface 

[4]. In this work, NaCl that is a neutral salt was added to the water-in-Exxsol emulsions. 

The result of stability tests showed that the addition of the salt increases the stability of 

W/O emulsions. This signifies that the reaction of NaCl with the water-Exxsol interface 

rigidifies the layer. Figure 4-2-a and Figure 4-2-b depict the destabilization of the saline 

model emulsions with 15 and 5 water% w/w after 10 minutes, respectively. The figures 

indicate that the backscattering of saline emulsions are lower than the equivalent 

emulsions without salt. The profiles of Turbiscan backscattering showed 

similar/consistent behaviors for other saline emulsions. Even though, likewise, the 

emulsions with a higher amount of saline content were more stable (Equation (3-6)).  
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Figure 4-2: Turbiscan backscattering profile of the a) 15, b) 5 water% w/w saline model 
emulsions 

 

4.1.3. Analysis of the Electrostatic and Sedimentation Experiments 

The BS&W values of the sedimentation and electrostatic tests are presented in Table 4-1. 

By reviewing the results of the experiments, it can be verified that the assumption of 

ignoring gravitational coalescence in comparison to electrocoalescence in Section 3.2.1 

is justifiable. The difference between the values of BS&W in the Turbiscan and 

a) 

 

 

b) 
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electrostatic tests is attributed to the electric field which increases the size of droplets by 

making them coalesce together. Therefore, the settling velocity of aqueous phase 

increases, which enhances the sedimentation. 

 

Table 4-1: Results of the electrostatic and Turbiscan tests 

Experimental design 

 

BS&W 
(Turbiscan) 

 

BS&W 
(Eletrocoalescer) 

Run 
WC 
(%) 

V 
(kV) 

t 
(min) 

P1 P2 P3 P1 P2 P3 

1 1 1 1 2.68 16.77 17.41 1.36 10.90 54.53 

7 1 1 -1 9.37 15.16 15.58 1.27 41.60 50.73 

6 1 -1 1 2.51 17.10 17.50 0.84 26.56 48.88 

9 1 -1 -1 7.61 12.26 9.88 0.96 32.25 55.04 

2 -1 -1 -1 4.45 4.61 4.58 1.47 1.46 2.34 

10 -1 1 -1 3.24 3.50 3.50 1.02 1.13 28.55 

3 -1 1 1 3.99 4.42 4.34 0.62 0.88 9.77 

4 -1 -1 1 4.42 4.64 4.74 0.54 0.81 15.46 

5 0 0 0 3.75 9.37 9.32 0.96 1.11 46.74 

8 0 0 0 3.55 10.11 11.04 1.01 1.13 44.70 

11 0 0 0 2.81 9.68 11.31 0.95 1.01 32.01 

  

The microscope images of the Turbiscan and electrostatic tests for the 1st experimental 

point (Table 3-2) are shown in Figure 4-3. The figure reverifies the assumption made in 

Section 3.2.1 The Turbiscan images show mild sedimentation of droplets with small 

changes in the DSD. While the electrocoalescer images illustrate the significant 

sedimentation of droplets with a considerable change of DSD. The increase of DSD under 

the effect of electric field is specifically sensible at the bottom of the electrocoalescer 

where the droplets are accumulated (Figure 4-3-d-2). The low concentration of disperse 

phase at the top of the vessel (Figure 4-3-b-2) is accredited to the increase of DSD which 

enhances the sedimentation of droplets and rise of the oil phase. 
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d-1) d-2) 

  
Figure 4-3: Microscopic images of the 1st experimental point: a) Initial sample, 
Turbiscan b-1) P1, c-1) P2, d-1) P3, Electrocoalescer b-2) P1, c-2) P2 d-2) P3 

 

The electrostatic experiments analyzed the effects of electric field intensity, initial water 

content, and electrostatic time on the amount of separation. The influence of these 

variables is separately discussed in the following subsections. 

 

4.1.3.1. Effect of Electric field Intensity 

As shown in Table 4-1, the increase of electric field intensity improves the separation of 

water droplets. However, there exists an optimal electrical intensity where the separation 

efficiency achieves its maximum value [172]. Electro-coalescence and electrodispersion 

are considered as the principal behaviors of water droplets in W/O emulsion under the 

effect of electric field. When a relatively low electric field is applied to W/O emulsion, 

droplets are immediately polarized due to the distribution of surface charges. The induced 

dipole interaction make pairs of droplets to approach and ultimately coalesce together. 

However, at relatively high electrical intensities, the bipolarity of droplets forms rotating 

elliptical droplets. The phenomenon: electro-dispersion, leads to breakage of the droplets 

which hinders the coalescence. These two phenomena can be perceived in Table 4-1 as 

by increasing the electrical intensity, the rate of separation’s enhancement has decreased. 

 

4.1.3.2. Effect of Initial Water Content 

As the experimental data in Table 4-1 expresses, the increase of initial water content 

improves the separation. At a relatively low amount of water content, the distance 

P3_Eletrostatic P3_Turbiscan 



84 
 

between the disperse phases is high which hinders the collision and coalescence of 

droplets. This phenomenon has been observed for the experimental points with the initial 

5 water% w/w. As the initial water content increases, the distance between the droplets 

decreases while increasing the number/size of the droplets which enhances the 

coalescence. Nevertheless, there is an optimum amount of initial water content where the 

separation obtains its maximum efficiency [172].  

The increase of initial water content increases the load on the electric field to polarize 

a higher number of droplets. Therefore, it is expected that the separation’s efficiency 

decreases after reaching a certain limit of initial content. This is witnessed in Table 4-1 

as for the increase of initial water content from 10 to 15 water% w/w, the rise of separation 

has decreased.  

 

4.1.3.3. Effect of Electrostatic Time 

As presented in Table 4-1, the increase of electrostatic time enhances the separation of 

phases. The increase of electrostatic time provides the necessary residence time for a 

higher number of the droplets to be polarized and coalesce together. However, as the 

droplets coalesce together and sediment, a fewer number of droplets will be available in 

the space between the electrodes and consequently, an unnecessary amount of energy will 

be used. As a result, there exist an optimum electrostatic time when the separation of 

droplets obtains its maximum. This trend is observed in Table 4-1 as the increase of 

electrostatic time from 7 to10 minutes is not compensated by a sensible augmentation of 

aqueous phase separation. 

 

4.1.4. Analysis of the Electrostatic and Turbiscan Experiments for saline emulsions 

The addition of salt to the W/O emulsions has two separate effects on the performance of 

electrocoalescence [4]. As explained in Section 4.1.2, the presence of salt in the emulsion 

can alter the surface tension and consequently the stability of the emulsion. In this study, 

the results of Turbiscan analysis showed that the addition of 3.5% w/w of NaCl to aqueous 

phase water-in-Exxsol emulsion decreases the surface tension. The other effect of salt is 

the increase of the dielectric constant of the emulsion that enhances the efficiency of 

electrocoalescence. Therefore, depending on the two effects, the addition of salt to the 



85 
 

emulsion could improve or diminish the separation of phases in the electrocoalescence 

process. Different conclusions have been drawn in the literature about the influence of 

the addition of salt in the electrocoalescence process [4].  In this work, the results of 

experiments showed that the addition of salt improved the electrocoalescence. The 

BS&W values of the Turbiscan and electrostatic tests for saline emulsions are presented 

in Table 4-2.  

 

Table 4-2: Results of the electrostatic and Turbiscan tests for saline emulsions 

Experimental design 

 

BS&W (Turbiscan) 

 

BS&W 
(Eletrocoalescer) 

Run 
WC 
(%) 

V 
(kV) 

t 
(min) 

P1 P2 P3 P1 P2 P3 

1 1 1 1 7.46 9.09 8.95 0.32 0.72 92.97 

7 1 1 -1 9.88 9.35 9.10 0.61 0.90 94.24 

6 1 -1 1 9.06 10.28 11.03 0.86 1.00 51.66 

9 1 -1 -1 1.02 2.48 90.59 9.80 9.87 9.63 

2 -1 -1 -1 3.11 3.35 1.52 0.84 5.92 0.44 

10 -1 1 -1 3.29 2.89 2.52 0.53 0.64 4.52 

3 -1 1 1 0.63 3.85 3.37 0.49 0.95 1.79 

4 -1 -1 1 3.16 4.09 3.49 0.53 0.64 1.79 

5 0 0 0 8.59 10.76 9.52 0.63 0.52 67.21 

8 0 0 0 7.89 9.65 8.60 0.68 0.36 52.32 

11 0 0 0 9.67 7.24 8.57 0.48 0.66 42.57 

 

The microscope images of the Turbiscan and electrostatic tests for the 1st experimental 

point (Table 3-2) of saline emulsions are shown in Figure 4-4. The processing of the 

Turbiscan and electrostatic images are similar/consistent to Figure 4-3. However, by 

comparing Figure 4-3 and Figure 4-4 it can be concluded that the addition of salt 

improved the separation of phases in the electrocoalescence process. Figure 4-4-b-2 and 

Figure 4-4-c-2 show that the number of droplets that remained at the top and middle of 

the vessel is smaller. Furthermore, Figure 4-4-d-2 expresses that the accumulated droplets 

at the bottom of the vessel are more and bigger.   
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d-1) d-2) 

  
Figure 4-4: Microscopic images of the 1st experimental point for saline emulsions: a) 

Initial sample, Turbiscan b-1) P1, c-1) P2, d-1) P3, Electrocoalescer b-2) P1, c-2) P2 d-
2) P3 

 

The results of electrostatic experiments for saline emulsions were to some extent similar 

to Section 4.1.3.1-3. However, due to the probable bad preparation of the model emulsion 

and batch characteristic of the experiments, it was not possible to find trends for all 

experimental point. Nevertheless, it can be concluded that the increase of dielectric 

constant by adding salt was dominant to other influencing/hindering factors. The amounts 

of separation in almost all experimental points (Table 4-2) are more than the equivalent 

test for non-saline emulsions (Table 4-1). The results suggest that a smaller period of time 

was needed to break the emulsions. This signifies that the segregation of phases did not 

improve considerably by increasing electrostatic time. Moreover, the electric field was 

able to overcome the significant drag force at high water contents and reach >90% 

separation (Table 4-2) at P3 (Figure 3-4-a). Unfortunately, in the batch experiments, the 

water content at the exact bottom wall of the vessel was not measured. Therefore, it was 

not possible to see whether 100% is reached or not. For this reason, it is not possible to 

draw a conclusion about the effect of increasing the electric field on the efficiency of 

electrocoalescence.   

 

4.1.5. Estimation of Batch Model Parameters 

In this section, the results of the batch electrostatic experiments were used to estimate the 

parameters of the model described in Section 3.2. In order to run the batch model, the 

distribution of the electric field inside the batch vessel should be determined. The profile 

of electric field for the central experimental point (Table 3-2) obtained by ComSol 

P3_Eletrostatic P3_Turbiscan 
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software (COMSOL Inc) is shown in Figure 4-5. In the figure, V0 is the potential of the 

charged electrode. 

 

Figure 4-5: 2D Profile of electric field inside the batch vessel (V0 = 6kV) 
 

Figure 4-5 shows that the electric field is nonzero at all point of the vessel. This means 

that based on the aggregation kernel (Equation (3-14)), the coalescence between the 

droplets happens in all elevations of the vessel. However, the figure displays because of 

the higher gradient of the electrical potential, that the electric field between the electrodes 

is stronger. The figure also indicates that at the two corners of the non-ground electrode 

(left electrode in Figure 4-5), has the highest values of electric field. The distribution of 

electric field inside the batch vessel for other potentials V0 = 4kV and V0=8kV are 

portrayed in Figure 4-6-a and Figure 4-6-b, respectively. The figures have similar trends 

to Figure 4-5. Nevertheless, the profiles of electric field are stronger for V0=8kV and 

weaker for V0 = 4kV, respectively, compared to Figure 4-5. 
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a) 

 

b) 

 

Figure 4-6: 2D Profile of electric field inside the batch vessel for a) V0 = 4kV b) V0 = 
8kV 

 

The parameters of the batch model are ,0capK , ,EcapK , aggK . The ,0capK coefficient 

characterizes the capture of droplets in the absence of electric field. The ,EcapK expresses 
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the influence of electric field on the segregation/capture of droplets while aggK  describes 

the collision and coalescence of droplets under the effect of electric field. In this work, 

the subsets of experimental points of electrocoalescence tests with the same values of 

initial water content and electrical potential were used to estimate the parameters. 

Besides, the results of Turbiscan tests were used to find an initial interval of ,0capK  for 

parameter estimation, while the other two parameters were made equal to zero. Here, it is 

worth to mention some numerical issues about the parameter estimation. Due to the 

physical/numerical limitations of PBE, it was not possible to increase the aggK above 

certain values for each experimental point. There are two mathematical tricks to stop the 

rise of DSD in a pure aggregation PBE. The first one is to zero the birth/death aggregation 

terms in case the average diameter of droplets passes a certain limit. The second way is 

to zero the aggregation kernel when one or both of the two droplets coalescing together 

are bigger than a specified diameter. However, in this study, our executions showed that 

for both ways, the Dasslc [167] and ode15s (Mathworks) integrators face problems to 

proceed if they reach the conditions. Likewise, the moment inversion to calculate the 

source terms of the PBE (Equation (3-10)) was quitted if the volume fraction of disperse 

water phase was less than 1e-4. Moreover, unfeasible values of capture coefficient could 

create instabilities in the integration. Therefore, in this work, first, the estimative intervals 

of the parameters were obtained by try and error, and then the PSO algorithm [168] was 

used to estimate the parameters. Furthermore, because of the high gradient of the variables 

especially at the bottom of the vessel (where the water phases accumulate), it was 

necessary to monitor the Courant number: C u t x   . The reason is to check/set the 

maximum t  of the integrator to ensure stable/conservative results. The values of 

estimated parameters are presented in Table 4-3.  

Table 4-3: Values of estimates parameters 

Experiment 
,0capK  ,EcapK  aggK  

1,7 (BS&W=15%, V0=8kV ) 2.1543e7 2.215e3 4.8e-9 

6,9 (BS&W=15%, V0=4kV ) 1.2503e7 1.2564e3 9.9e-9 

2,4 (BS&W=5%, V0=4kV ) 5.688e7 4.914e3 5.8e-8 

10,3 (BS&W=5%, V0=8kV ) 5.526e7 4.917e3 1.4e-8 

5,8,11 (BS&W=10%, V0=6kV ) 3.3649e7 2.2621e3 1e-8 
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The results of parameter estimation show that the electrocoalescence is more important 

for emulsions with a lower amount of water content. As Table 4-3 suggests, for 

experimental points with the same electrical potential, the value of aggK  is greater for 

emulsions with lower water contents. Conversely, the capture phenomenon is dominant 

in emulsion with a higher amount of water%.   

The calculated and experimental values of the BS&W for all 11 experimental points 

are presented in Table 4-4. In the table, the BS&W-Error is the root of the mean square 

errors of the three sample points (P1, P2, and P3 in Figure 3-4-a). The table indicates that 

the model has a decent performance in predicting the behavior of batch 

electrocoalescence. However, there are differences between the calculated and 

experimental values that need to be explained. The first kind of deviation is related to the 

experiments. The stability of model emulsions could alter in different preparations. 

Therefore, the quality of electrocoalescence tests could be influenced by improper 

preparation of emulsions. This factor was specifically evident in emulsions with low 

amount of water content (Table 4-1) where the stability of emulsions are inherently less 

(2nd, 10th experimental points). Moreover, the Karl Fischer equipment (KF Titrando 836, 

Metrohm) and microscope (Carl Zeiss)/imageJ analyzer (National Institutes of Health) 

that were used to measure the BS&W and DSD, respectively, have intrinsic errors. 

Additionally, measuring specifically from the bottom of the vessel where the gradient of 

variables is high, is prone to large errors. Consequently, a small change in the elevation 

of sample measuring (P2, P3 in Figure 3-4-a) makes big differences. Another important 

point is the measuring delay time that is at least 1-2 minutes. In the experimental design 

of the experiments, the electrostatic time is referred to the moment when the electrical 

source is turned off. However, because of the creation of a noticeable amount of free 

phase, the separation of phases continues without the presence of electric field. This factor 

can be mathematically seen through the ,0capK  coefficient (Equation (3-17)) that is 

independent of the electric field. This segregation of phases is specifically influential for 

experiments with short electrostatic time (4 minutes) (e.g. 9th  experimental point). 
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Table 4-4: Calculated and experimental values of BS&W 

Experiment 
d_ave 
(µm) 

P1-
Exp 

P1- 
Cal 

P2- 
Exp 

P2- 
Cal 

P3- 
Exp 

P3- 
Cal 

BS&W- 
Error 

1 4.7 1.36 1.95 10.90 11.95 54.53 69.26 8.52 

7 6.2 1.27 3.42 41.60 30.24 50.73 38.66 9.65 

6 4.5 0.84 3.84 26.56 21.84 48.88 48.86 3.23 

9 6.7 0.96 12.84 32.25 16.93 55.04 15.01 25.68 

2 6.8 1.47 1.08 1.46 4.81 2.34 12.37 9.57 

10 6.1 1.02 2.43 1.13 7.87 28.55 8.75 12.10 

3 5.5 0.62 0.68 0.88 2.52 9.77 11.14 1.23 

4 5.7 0.54 0.36 0.81 1.81 15.46 13.27 1.39 

5 6.3 0.96 1.53 1.11 7.18 46.74 47.18 3.92 

8 6.2 1.01 1.61 1.13 7.52 44.70 45.16 3.72 

11 5.5 0.95 2.07 1.01 9.53 32.01 33.05 4.99 

 

The second type of deviation is related to the batch model. In this work, it was considered 

that the initial emulsion is homogenous and the BS&W/DSD in all elevations of the vessel 

are the same. The nonhomogeneous characteristic of emulsion creates perturbations that 

could affect the precision of the model. The homogeneousness of the emulsion is mostly 

questionable at the top and bottom of the vessel where a proper initial mixing of the 

emulsion is difficult. Although the precision of the model to predict the water content at 

the P1 point (Figure 3-4-a) seems to be notable, the main deviation from the experimental 

data was seen at the bottom of the vessel (P2, P3 in Figure 3-4-a). In this work, the 

polydisperse Eulerian-Eulerian model was employed to predict the separation of phases 

in the electrocoalescence process. The fundamental assumption of the model is that the 

secondary phase is disperse and it is represented by a diameter. However, at the bottom 

of the vessel where the water phases accumulate, it is difficult to differentiate between 

disperse or continuous water phase. Therefore, the assumption of the Eulerian model 

would be questionable. This factor along the high gradient of the variables at the bottom 

of the vessel can be attributed to the deviations of the model from experimental data (e.g. 

1st, 7th experimental points).  

In this section, the detailed results of the batch model for three experimental points 

(1, 3, and 5) are discussed. The profiles of BS&W for the central (5th) experimental point 

at time=105s, 210s, 315s, 420s are shown in Figure 4-7. The phenomena happen 
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simultaneously in the electrostatic vessel are electrocoalescence, capture, and 

sedimentation that lead to the segregation of aqueous phases from oil. In the absence of 

electric field, the electrocoalescence is zero and the capture is slow. As the process starts, 

initially, the dominant phenomenon is the electrocoalescence specifically between the 

electrodes where the electric field is stronger (Figure 4-5). The creation of bigger droplets 

reduces the drag coefficient (Equation (3-3)) which leads to the local changes of BS&W 

and sedimentation in the regions between the electrodes (Figure 4-7-a). The two small 

picks of the BS&W is due to the high electric field at the two corners of the potential 

electrode (Figure 4-5). Besides, the slight changes of BS&W at the two ends of the figure 

is because of the accumulation of water and oil at the bottom and top of the vessel, 

respectively. As the process continues, the capture term becomes important and the 

creation of free phase results in the sedimentation of the aqueous phases (Figure 4-7-b). 

The free phase reaches the bottom of the vessel and the water phases accumulate (Figure 

4-7-c). The accumulation of water at the bottom of vessel attains a maximum value 

(Figure 4-7-d). This is due to the high amount of drag force at a concentrated volume 

fraction of secondary phase. Mathematically, the saturation of accumulation of water 

phases is because of the mathematical form of the modified drag coefficient (Equation 

(3-4)).  
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b) 

 

c) 
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d) 

 

Figure 4-7: Profile of BS&W for the central (fifth) experimental point at a) time = 105s, 
b) time = 210s, c) time = 315s, d) time = 420s 

 
The separation/segregation in the electrocoalescence process can be better observed in 

the figure volume fraction of phases. The profiles of volume fractions of the phases for 

the central (5th) experimental point at time=105s, 210s, 315s, 420s are depicted in Figure 

4-8. It is perceivable from the figure that as the process proceeds, the capture dominates 

the aggregation of droplets. The highest rate of capture is between the electrodes where 

the electric field is higher and the droplets have the highest diameters (Equation (3-17)). 

On the contrary, the capture at the top of the vessel is small as the volume fraction of free 

phase is low. Therefore, the volume fraction of droplets at the top of the vessel is locally 

higher. However, this is a deviation of the model from the experimental data. This is due 

to the non-homogeneousness of the initial emulsion at the top of the vessel that was not 

considered in the modeling. As the free phase sediments, it captures the droplets. The 

accumulated free phase at the bottom of the vessel capture the droplets at a high pace. 

This is why ultimately, the maximum volume fraction of droplets is in the regions before 

the bottom of the vessel. Based on Figure 4-8, the sedimentation of the aqueous phases is 

because of the creation of free phase that is initially dependent on aggregation and in 

continuation because of the capture. 
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c) 

 

d) 

 

Figure 4-8: Profile of volume fraction of phases for the central (fifth) experimental point 
at a) time = 105s, b) time = 210s, c) time = 315s, d) time = 420s 

 

The profiles of velocities of the phases for the central (5th) experimental point at 

time=105s, 210s, 315s, 420s are portrayed in Figure 4-9. In this figure, the negative and 
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positive values of velocity represent the sedimentation and rise of the phases, 

respectively. As the process starts, the droplets are carried upwards by the oil the phase 

because of their high drag force. The main difference between the velocities of droplet 

and oil phases is in the regions where the aggregation is considerable as the droplets 

become bigger. On the contrary, the free phase sediments because of its high 

representative diameter. The two picks of free phase’s velocity in Figure 4-9-a are the 

results of high electric fields at the two corners of the potential electrode (Figure 4-5). As 

the two waves of the free phase descend, they capture the droplets while getting closer 

together as they reach the bottom of the vessel (Figure 4-9-b-d). As the free phase 

accumulates at the bottom of the vessel, the gradient of its velocity decreases (Figure 4-9-

c-d). This is due to the high volume fraction of secondary phase (Equation (3-4)) which 

increases the drag force and decrease the velocity. 
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b) 

 

c) 
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d) 

 

Figure 4-9: Profile of velocity of phases for the central (fifth) experimental point at a) 
time = 105s, b) time = 210s, c) time = 315s, d) time = 420s 

 

The profiles of volume fractions of the droplets classes for the central (5th) experimental 

point at time=105s, 210s, 315s, 420s are shown in Figure 4-10. As the process starts, the 

aggregation of small classes of droplets increases the volume fraction of bigger droplets 

(Figure 4-10-a). This coalescence mainly happens in the regions between the electrodes 

where the electric field is stronger. The two picks in the volume fraction of 4th class of 

droplets (d4) in Figure 4-10-a is because of the higher electric fields at the two corners of 

the potential electrode (Figure 4-5). As the process continues, the capture of droplets 

becomes important. The significant decrease of the volume fraction of droplets is between 

the electrodes especially at the corners of the potential one where the capture has its 

highest rate (Figure 4-10-b). The accumulation of free phase at the bottom of the vessel 

decreases the volume fraction of droplets (Figure 4-10-c). Therefore, the maximum 

volume fraction of droplets is in the regions before the bottom of the vessel (Figure 4-10-

c). Conversely, the local high volume fraction of droplets at the top of the vessel is due to 

the low volume fraction of free phase (Figure 4-10-c). As the process reaches its end, the 

sedimentation of aqueous phases slows down (Figure 4-10-d). The reason is that the main 

wave of free phase has reached to the bottom of the vessel and the movement of small 

droplets is slow.  
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a) 
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c) 

 

d) 

 

Figure 4-10: Profile of volume fraction of the droplets classes for the central (fifth) 
experimental point at a) time = 105s, b) time = 210s, c) time = 315s, d) time = 420s 

 

The profiles of diameters of the droplets classes for the central (5th) experimental point at 

time=105s, 210s, 315s, 420s are depicted in Figure 4-11. As the process starts, the classes 
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of disperse water coalesce together and form bigger droplets. The increase of the diameter 

of droplets mainly happens in the regions between the electrodes where the electric field 

is high (Figure 4-11-a). The two picks of diameters in Figure 4-11-a is related to the two 

corners of the potential electrode where the electric field has its maximum values (Figure 

4-5). As the process continues, the capture of droplets becomes significant. Therefore, the 

number of droplets specifically in the regions between the electrodes decreases which 

slows the electrocoalescence (Figure 4-11-b). On the contrary, due to low capture at the 

top of the vessel, the electrocoalescence makes the diameter of droplets to increase 

(Figure 4-11-b-d). The increase of capture specifically at the lower corner of the potential 

electrode causes abrupt changes in the rate of electrocoalescence. Therefore, nonsmooth 

behaviors can be observed through in the profiles of diameters (Figure 4-11-c-d). The 

smallest size of droplets (disperse water) are found at the bottom of the vessel where the 

electric field is weak and most droplets are captured by free phase (Figure 4-11-d). Based 

on the batch model (Section 3.2.1), the accumulated big droplets at the bottom of the 

vessel (Figure 4-3-d-2) are related to the free water phase.  
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b) 
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d) 

 

Figure 4-11: Profile of final diameter of the droplets classes for the central (fifth) 
experimental point at a) time = 105s, b) time = 210s, c) time = 315s, d) time = 420s 

 

The profiles of the Sauter mean diameter of droplets classes (Equation (3-34)) for the 

central (5th) experimental point at time=105s, 210s, 315s, 420s are portrayed in Figure 

4-12. The figure is consistent with Figure 4-11. At the beginning of the process, the 

maximum d32 is observed the in regions between the electrodes Figure 4-12-a. As the free 

phase captures the droplets, the rate of electrocoalescence between the electrodes 

decreases. Conversely, due to low capture at the top of the vessel, the d32 of droplets 

increases (Figure 4-12-b-d). The abrupt change of d32 is at the lower potential electrode 

where the electrocoalescence and capture have their highest rates.  
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c) 

 

d) 

 

Figure 4-12: Profile of d32 of the droplets classes for the central (fifth) experimental 
point at a) time = 105s, b) time = 210s, c) time = 315s, d) time = 420s 

 

The gif-files that display the animated profiles of BS&W, volume fraction, the velocity 
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experimental point is present in the CD of the thesis (Batch Model Results\ 

gifs_nonsaline\ Central_5th_ Experimental_Point). 

In order to compare the influence of coalescence and capture in the PBE (Equation 

(3-10)), the batch model was executed twice for the central experimental point while 

zeroing the two terms separately. Therefore, for the pure coalescence case (zero-capture), 

the ,0capK , ,EcapK  were made equal to zero while using the aggK  of Table 4-3. Similarly, 

for the pure capture case (zero-coalescence) the aggK  was made equal to zero while using 

the capture coefficients of Table 4-3. The profiles of final BS&W for the central 

experimental point for the pure coalescence, pure capture, and coalescence-capture cases 

are shown in Figure 4-13. As can be seen in the figure, for the pure aggregation case, the 

changes of BS&W only happen in the regions between the electrode where the electric 

field is strong and at the top and bottom of the vessel where the oil and water accumulate, 

respectively. Therefore, the separation of phases could not be observed in this case. For 

the pure capture case, because of the high representative diameter of free phase, the 

separation of phases is noticeable. However, the pure capture model is not able to capture 

the experimental trends specifically at the top of the vessel where the capture is low. Thus, 

it can be concluded that the insertion of coalescence and capture terms in the PBE 

(Equation (3-10)) are necessary to correctly predict the batch electrocoalescence process.   
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Figure 4-13: Profile of the final BS&W for the central point for pure aggregation, pure 
capture, and coalescence-capture cases  

 

In order to analyze the sensitivity of estimated parameters to the initial diameter of 

droplets, the batch model was executed for two other distribution of droplets. Two gamma 

distribution of droplets with the average diameters of dave = 5.0023 µm (Matlab command: 

gampdf(:,2.5,2e-6)) and dave = 5.627 µm (Matlab command: gampdf(:,2.5,2.5e-6)) were 

compared to the central experimental point (dave= 6.2517µm). The profile of final BS&W 

for the central experimental point with initial for the three distribution of diameters are 

depicted in Figure 4-14. As can be observed from the figure, for the regions where the 

electric field is high, the differences between the BS&W of three DSD are negligible. 

However, at the bottom of the vessel where the gradient of volume fraction is high, the 

differences are considerable. For example, for the initial average diameter of dave = 5.0023 

µm, dave = 5.627 µm, and dave= 6.2517µm, the final BS&Ws at the elevation of 0.8 cm 

(P3 in Figure 3-4-a) are 0.2586, 0.3507, and 0.4516, respectively. 
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Figure 4-14: Profile of the final BS&W for the central point with initial dave = 5.0023 
µm, dave = 5.627 µm, and dave= 6.2517µm 

 

The profiles of BS&W, volume fraction, the velocity of phases, volume fraction/diameter 

of disperse phases, and d32 for other experimental points were similar to the central 

experimental point. However, there are some extra details about the 1st and 3rd 

experimental point that worth being explained. If the volume fraction of classes of 

droplets approaches zero (e.g. less than 1e-5), the moments could be unrealizable. This is 

principally due to the gradient term in the PBE (Equation (3-10)) [161]. In this work, this 

case was specifically seen for the 1st experimental point where the water content, electric 

field, and electrostatic time had their highest values. The profile of final volume fraction 

of phases for the 1st experimental point is depicted in Figure 4-15. The non-smoothness 

of the volume fractions specifically at the lower part of the vessel is due to the high rates 

of capture and sedimentation of the free phase which create high gradients in the system 

of equations. This behaviour could also be attributed to the numerical difficulties of the 

integrator when the volume fraction of droplets reaches small values. Nevertheless, it 

should be mentioned that for this cases the highest possible limits of computation (

1 5t e   ) were used to maintain the conservation of equations. Moreover, Figure 4-15 

suggests that for emulsions with more amount of water content the effect of drag force is 

seen for a higher elevation from the bottom of the vessel (Equation (3-4)). 
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Figure 4-15: Profile of the final volume fraction of phases for the first experimental 
point 

 
The quick capture of droplets at the bottom of the vessel can be better observed in Figure 

4-16 where the final profile of the volume fraction of the droplets classes are portrayed. 

The low volume fraction of the smallest class is due to the pure aggregation characteristics 

of the problem. Besides, the small volume fraction of the biggest phase is due to its high 

capture rate (Equation (3-17)). The profile of the final diameter of the disperse phases for 

the 1st experimental point Figure 4-17. As the figure expresses, when the volume fraction 

of a phase reaches zero, its representative diameter becomes zero (meaningless). This 

factor causes the non-smoothness/oscillation in the profiles of volume fraction/diameter 

of the classes of droplets. 
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Figure 4-16: Profile of the final volume fraction of the droplets classes for the first 
experimental point 

 

 

Figure 4-17: Profile of the final diameter of the droplets classes for the first 
experimental point 
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The gif-files that display the animated profiles of BS&W, volume fraction, the velocity 

of phases, volume fraction/diameter of disperse phases, and d32 for the 1st experimental 

point are present in the CD of the thesis (Batch Model Results\ gifs_nonsaline\ 1st_ 

Experimental_point). 

In emulsions with a low amount of water content (5%), the distance between the 

droplets is bigger. Thus as parameters in Table 4-3 suggests, the electrocoalescence 

between the droplets becomes more important. Therefore, the creation of a significant 

amount of free phase takes more. In this work, this case was specifically seen for the 3rd 

experimental point. The profile of BS&W for the 3rd experimental point is shown in 

Figure 4-18. As the figure shows, because of the high electrocoalescence at the regions 

between the electrodes and top of the vessel, the final volume fraction of droplets is 

negligible. Moreover, due to the low volume fraction of the secondary phase, the drag 

force was small and most of the water phases could accumulate at the bottom of the vessel. 

Meanwhile, it should consider that the stability of emulsions with a lower amount of water 

content is less.  

 

 

Figure 4-18: Profile of the final volume fraction of phases for the third experimental 
point 
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The profiles of volume fraction and diameter of the droplets classes for the 3rd 

experimental point are portrayed in Figure 4-19 and Figure 4-20, respectively. The figures 

verify that in this experimental point, the capture of droplets specifically at the two 

corners of the potential electrode (Figure 4-6-a) is not sharp and the droplets have more 

time to coalesce together. 

 

 

Figure 4-19: Profile of the final volume fraction of the droplets classes for the third 
experimental point 
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Figure 4-20: Profile of the final diameter of the disperse phases for the third 
experimental point 

 

The gif-files that display the animated profiles of BS&W, volume fraction, the velocity 

of phases, volume fraction/diameter of disperse phases, and d32 for the 3rd experimental 

point are present in the CD of the thesis (Batch Model Results\ gifs_nonsaline\ 

3rd_Experimental_point). 
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explained in Section 4.1.4, in this work, the addition of 3.5% w/w of NaCl to the aqueous 

phase in the water-in-Exxsol emulsion enhanced the separation of phases in 

electrocoalescence. The values of estimated parameters are presented in Table 4-5. The 

table shows that in most experimental points, the capture and aggregation coefficients are 

greater than the values calculated for non-saline emulsions (Table 4-3). Although it 

should consider that for saline emulsions especially the ones with low water content, the 

stability was questionable (Table 4-2). 
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Table 4-5: Values of estimates parameters for saline emulsion 

Experiment 
,0capK  ,EcapK  aggK  

1,7 (BS&W=15%, V0=8kV ) 3.9755e7 3.9160e3 5.02e-9 

6,9 (BS&W=15%, V0=4kV ) 1.4395e7 1.0726e3 1.05e-8 

2,4 (BS&W=5%, V0=4kV ) 6.3667e7 8.782e3 4.98e-8 

10,3 (BS&W=5%, V0=8kV ) 7.7180e7 8.5738e3 1.76e-8 

5,8,11 (BS&W=10%, V0=6kV ) 5.3644e7 5.0510e3 11.28e-8 

 

The calculated and experimental values of the BS&W for all 11 experimental points for 

saline emulsions are presented in Table 4-6. 

 
Table 4-6: Calculated and experimental values of BS&W for saline emulsion 

Experiment 
d_ave 
(µm) 

P1-
Exp 

P1- 
Cal 

P2- 
Exp 

P2- 
Cal 

P3- 
Exp 

P3- 
Cal 

BS&W- 
Error 

1 5.7 0.32 0.57 0.72 2.28 92.97 80.04 7.52 

7 5.9 0.61 2.64 0.90 26.47 94.24 46.84 30.1 

6 5.2 0.86 3.18 1.00 19.60 51.66 56.01 11.13 

9 5.8 9.80 13.05 9.87 16.68 9.63 15.01 5.35 

2 6.2 0.84 1.29 5.92 6.35 0.44 11.25 6.25 

10 6 0.53 1.35 0.64 6.03 4.52 10.67 4.74 

3 5.8 0.49 0.33 0.95 1.21 1.79 2.29 0.34 

4 5.6 0.53 0.29 0.64 1.33 1.79 3.16 0.89 

5 6.1 0.63 0.92 0.52 3.95 67.21 67.34 1.99 

8 5.1 0.68 1.33 0.36 5.9 52.32 54.19 3.44 

11 4.6 0.48 1.66 0.66 7.42 42.57 44.21 4.07 

 

Table 4-6 shows that the model has a proper performance in predicting the behavior of 

batch electrocoalescence. Nevertheless, there are differences between the calculated and 

experimental values. The explanations about the experimental and modeling errors are 

presented in Section 4.1.5. 

The behavior of the batch model for saline emulsions was similar to Section 4.1.5. 

The gif-files that display the animated profiles of BS&W, volume fraction, the velocity 

of phases, volume fraction/diameter of disperse phases, and d32 for the 1st, 3rd,  and central 
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(5th) experimental point of saline emulsions are present in the CD of the thesis (Batch 

Model Results\ gifs_saline). 

The conceptual error that is observable in Table 4-6 and the gif-files is that the model 

is not able to predict the values of BS&W that are greater than 87%. In this work, the 

polydisperse Eulerian-Eulerian model was employed to predict the separation of phases 

in the electrocoalescence process. The fundamental assumption of the model is that the 

secondary phase is always disperse and it is represented by a diameter. However, if the 

amount of separation in the electrocoalescence passes certain limits (e.g. >90%), the water 

phase could, in fact, create a continuous phase. This can be considered as the point where 

the polydisperse Eulerian model fails. In this study, due to the mathematical form of drag 

coefficient factor (Equation (3-4)), the maximum amount of water volume fraction could 

not pass 87%. This can be considered as a deficiency/shortcoming of the proposed model. 

A premature way to solve the issue is to increase the 
III
maxd  in Equation (3-8). However, 

considering a very big value as a diameter of a droplet (e.g. >1000µ) is not 

logical/feasible. An intelligent way to overcome this limitation could be to provide a 

model that can switch between polydisperse and VOF (volume of fluid) model based on 

specific criterions. Based on our knowledge this model has not been developed (at least 

for the electrocoalescence process) in the literature and could be a novelty for future 

research.    

 

4.2. Evaluation of Continuous Pilot Plant Simulations 

In this work, our initial intention was to simulate the 11 experimental points of the work 

of Assenheimer et al. [169,170]. However, in their study, decent amounts of 

separation/segregation of phases were not reached in all experimental points. Therefore, 

instead of simulating all cases, we decided to perform a sensitivity analysis on the 

operational conditions at the central experimental point [169,170]. 

The profile of electric field in the vessel implemented in the Ansys Fluent software 

[96]  is shown in Figure 4-21. 

.  
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Figure 4-21: Contour of DC electric field inside the vessel for V0=3kV (central 
experimental point in the work of Souza [169]) 

 

As can be observed in Figure 4-21, similar to the batch electrocoalescer ( 

Figure 3-2, Figure 4-5), the maximum amounts of electric field are at the two corners of 

the potential electrode (Figure 3-13, Figure 3-15) where the gradient of voltage (

E   [158]) is higher. Nevertheless, it should consider that unlike the batch 

electrostatic vessel, there are regions inside the continuous electrostatic vessel where the 

electric field is zero.  

In this work, the sensibility of simulations to the aggregation/capture parameters (
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aggK , ,0capK , and ,EcapK  in Section 3.2) and the initial diameter of W/O emulsion at the 

central experimental point of the work of Souza [169] was analyzed. The cases of 

simulation are presented in Table 4-7. The time of simulations was 15 minutes, the time 

step size was 0.1s, and the time stepping method was iterative with the minimum time 

step of 0.001s [96]. 

 

Table 4-7: Cases of simulation 

Run d_ave (µm)  
@inlet 

d32 (µm) 
@inlet 

aggK  ,0capK  ,EcapK  

1 (saline) 5.0 9.0 1.18e-8 5.3644e7 5.0510e3 

2 (non-saline) 5.0 9.0 1e-8 3.3649e7 2.2621e3 

3 (half-saline) 5.0 9.0 1.09e-8 4.3647e7 3.6566e3 

4 (half-saline) 4.0 7.2 1.09e-8 4.3647e7 3.6566e3 

5 (half-saline) 6.0 10.8 1.09e-8 4.3647e7 3.6566e3 

 

The 1st and 2nd cases in Table 4-7 utilize the parameters that were estimated for the saline 

and non-saline emulsions with 10 water% w/w, respectively (Table 4-5, Table 4-3). The 

half-saline case in Table 4-7 uses the average value of the non-saline and saline cases 

parameters. It should be mentioned that in the batch experiments, the saline emulsion was 

prepared by adding 3.5% w/w of NaCl to the aqueous phase. While in the study of Souza 

[169], the 10 water w/w% saline emulsion was made by adding 0.18 salt% w/w to the 

aqueous phase. Therefore, it is not possible to quantitatively compare the central point of 

the work of Souza [169] with the cases considered in simulations (Table 4-7). However, 

we expect that the result of the 4th case simulation (Table 4-7) be consistent with the 

central experimental point (d_ave = 4µm) of the work of Souza [169]. In this section, the 

gamma distribution function was used to determine the DSDs with the average diameters 

of dave = 4.0µm (Matlab command: gampdf(:,2.5,1.6e-6)), dave = 5.0µm (Matlab 

command: gampdf(:,2.5,2e-6)), and dave = 6.0µm (Matlab command: gampdf(:,2.5,2.4e-

6)).   

In this work, in order to examine the mesh convergence, the profile of area-weighted 

average (ANSYS 2016a) of water volume fraction at the bottom of the vessel for the first 

3 minutes of the 3rd simulation case (Table 4-7) was determined for the two meshes (Table 

3-4). The results of the three simulations are shown in Figure 4-22. 
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Figure 4-22: Examination of mesh convergence using the 3rd simulation case (Timestep 
= 0.1s) 

 

Figure 4-22 shows that for the two meshes, the profiles of water volume fraction at the 

bottom of the vessel are consistent. Therefore, in this work, in order to reduce the 

computational cost, the simulations were performed using the 1st Mesh (Table 3-4). The 

results of the simulation cases (Table 4-7) are presented in Table 4-8.  

 

Table 4-8: Results of simulation cases 

Run d_ave (µm) 
@inlet 

d32 (µm) 
@inlet 

vf_water 
@outlet 

d32 (µm) 
@outlet 

vf_water 
@bottom 

1 (saline) 5.0 9.0 0.045 11.01 0.88 

2 (non-saline) 5.0 9.0 0.068 13.8 0.85 

3 (half-saline) 5.0 9.0 0.047 16.4 0.865 

4 (half-saline) 4.0 7.2 0.075 9.04 0.79 

5 (half-saline) 6.0 10.8 0.054 16.3 0.87 

 
In the batch model (Sections 4.1.5-6), it was seen that the separation of phases enhances 

by the increase of aggregation/capture coefficients. Moreover, it was observed that for a 

higher average diameter of initial emulsion, the segregation of phases is more. However, 

Table 4-8 shows that the results of simulation cases are not consistent with the findings 
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of the batch model in all points. This can be attributed to the characteristic of the 

continuous process. Therefore, it is important to understand the phenomena happen 

during the continuous electrocoalescence. Figure 4-26 portrays the contour of d32 of 

droplets for the 3rd simulation case at times = 3.75min, 7.5min, 11.25min, and 15min. 

Figure 4-26-a shows that as droplets get bigger they migrate to the regions close to the 

wall of the vessel. In the absence of electric field, small droplets are carried upwards by 

the oil phase because of the high drag force (Equation (3-3)). The carriage of small 

droplets by oil phase happens especially at the center of the vessel where the rising 

velocity is higher. Here it is worth to mention that the flow is laminar and the velocities 

of phases are small. As the electrocoalescence and capture happen, big droplets are 

created that have small drag coefficients (Equation (3-3)). Therefore, the drag force that 

makes the droplets move with the oil phase decreases. Consequently, the bigger droplets 

migrate to the regions close to the wall of the vessel where the velocity of oil phase is 

smaller. Meanwhile, it should consider that due to the high drag force in regions with high 

water content (Equation (3-4)), the separation of bigger droplets at the regions close to 

the wall is not explicit. In continuation, because of the higher density of water phase, the 

bigger droplets move towards the bottom of the vessel from the regions close to the wall 

of the vessel (Figure 4-26-b). When big droplets reach to the regions below the feeder 

they start to move towards the center of the vessel where the velocity of oil phase is not 

high. Ultimately, the water phases reach the bottom of the vessel and accumulate.  
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a) 

 

b) 
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c) 

 

d) 

 

Figure 4-23: Contour of the d32 of the droplets for the 3rd simulation case at a) time = 
3.75min, b) time = 7.5min, c) time = 11.25min, d) time = 15min 
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The MPEG-file that displays the animated contour of d32 of droplets for the 3rd simulation 

case is present in the CD of the thesis (Continuous Simulation Results/Run3). The video 

shows that the formation of big droplets and their movement inside the vessel happen in 

disordered bulks (Figure 4-26-c-d). This is due to the interaction between the momentum 

of untreated W/O emulsion entering the electrostatic vessel and the formation of big water 

droplets that tries to overcome the drag force and descend. The creation of big water 

phases happens in two waves that are attributed to the high electric fields at the two 

corners of the potential electrode (Figure 4-21). Therefore, it is expectable to observe 

variations in the d32 of droplets at the outlet of the vessel. The profile of area-weighted 

average (ANSYS 2016a) of d32 of droplets for the 3rd simulation case at the outlet of the 

continuous electrostatic vessel is portrayed in Figure 4-24. 

 

 

Figure 4-24: Profile of area-weighted average of d32 of droplets for the 3rd simulation case 
at the outlet of the vessel (Timestep = 0.1s) 
 

Figure 4-24 shows the oscillations of d32 at the outlet of the vessel. Here, it is not possible 

to confirm the variations of d32 in the figure as in the work Souza [169], the diameter of 

droplets was not measured at different times. However, the possible error of Figure 4-24 

can be attributed to several factors. In this work, a one-dimensional electric field was 

considered inside the vessel. While in reality, the electric field is three-dimensional. 

Moreover, in this work, it was considered that the breakage of droplets does not happen. 

While in practice, at the surface of electrodes where the electric field is high, the droplets 

could break. Nevertheless, we expect to observe oscillations of the d32 of droplets at the 

outlet of the electrostatic vessel. 
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The contour of free water volume fraction for the 3rd simulation case at times = 

3.75min, 7.5min, 11.25min, and 15min is depicted in Figure 4-25. The highest rate of 

capture of droplets is at the regions close to electrodes where the electric field and 

aggregation of droplets are high. Similar to the contour of d32 of droplets, Figure 4-25-a 

shows that the big droplets of free water migrate to the regions close to the wall of the 

vessel. As the volume fraction of free phase increases, it overcomes the drag force and 

moves downward while capturing water droplets (Figure 4-25-b). As the free phase 

reaches the region below the feeder it starts to move toward the center of the vessel where 

the velocity of oil phase is low. 

 

a) 
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b) 

 

c) 
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d) 

 

Figure 4-25: Contour of free water volume fraction for the 3rd simulation case at a) time 
= 3.75min, b) time = 7.5min, c) time = 11.25min, d) time = 15min 

 

The MPEG-file that displays the animated contour of free water volume fraction for the 

3rd simulation case is present in the CD of the thesis (Continuous Simulation 

Results/Run3). As the process continues and the free water reaches the bottom of the 

vessel, continuous disordered bulks of free phase are created mainly in the regions close 

to the wall along the height of the vessel (Figure 4-25-c). Similar to the contour of d32, 

the disordered capture of droplets can be accredited to the time it takes for new waves of 

free water to be created. The free phase accumulates at the bottom of the vessel where it 

composes most of the volume fraction of water (Figure 4-25-d). 

The contour of water volume fraction for the 3rd simulation case at times = 3.75min, 

7.5min, 11.25min, and 15min is portrayed in Figure 4-26. The figure is consistent with 

the two previous contours (Figure 4-24, Figure 4-25). The MPEG-file that displays the 

animated contour of water volume fraction for the 3rd simulation case is present in the CD 

of the thesis (Continuous Simulation Results/Run3). As the process starts, the volume 

fraction of water at the two corners of the potential electrode where the electric field is 

high increases. The accumulated water in the regions with high electric field is partially 
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carried upward by the oil phase while simultaneously moving toward the wall of the 

vessel and descend (Figure 4-26-a). The special form of the accumulated water contour 

at the lower corner of the potential electrode in Figure 4-26-a is due to the radial 

distribution of untreated WO emulsion at the feeder. As the water phases reach to the 

bottom of the vessel and accumulate, they start to create a continuous disordered bulk of 

water created inside the vessel (Figure 4-26-b). As the created bulk spreads inside the 

entire vessel, the rate of capture and coalescence of W/O emulsion increases. Therefore, 

the volume fraction of water along the entire height of the vessel decreases while 

accumulating at the bottom of the vessel. (Figure 4-26-c). 

 

a) 

 



129 
 

b) 

 

c) 
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d) 

 

Figure 4-26: Contour of water volume fraction for the 3rd simulation case at a) time = 
3.75min, b) time = 7.5min, c) time = 11.25min, d) time = 15min 

 

As the process continues, new disordered water waves are created and move toward the 

bottom of the vessel (Figure 4-26-d). The profile of area-weighted average (ANSYS 

2016a) of water volume fraction for the 3rd simulation case at the bottom of the continuous 

electrostatic vessel is depicted in Figure 4-27. The sharp increase of water content at the 

bottom of the vessel is related to the time when the main wave of free water reaches to 

the bottom of the vessel and a continuous (disordered) bulk of free phase is created along 

the height of the vessel. 
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Figure 4-27: Profile of area-weighted average of water volume fraction for the 3rd 
simulation case at the bottom of the vessel (Timestep = 0.1s) 
 
As discussed in Section 4.1.6, in this work, the water volume fraction at the bottom of the 

vessel did not pass 87%. This is due to the mathematical form of the Equation (3-4) and 

can be considered as a shortcoming of the proposed model that cannot switch to VOF 

multiphase approach if certain criterion is reached (Section 4.1.6). 

The profile of area-weighted average (ANSYS 2016a) of water volume fraction for 

the 3rd simulation case at the outlet of the continuous electrostatic vessel is shown in 

Figure 4-28. The figure shows that as the electrocoalescence proceeds, the volume 

fraction of water at the outlet of the vessel decreases. This is because of the creation of a 

disordered continuous bulk of water phases along the whole height of the vessel that 

enhances the separation. Meanwhile, as aforementioned, there is an interaction between 

the momentum of the oil phase and the formation of big droplets. Therefore, as seen in 

Figure 4-28, the profile of the water volume fraction at the outlet of the vessel 

demonstrates oscillations. 
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Figure 4-28: Profile of area-weighted average of water volume fraction for the 3rd 
simulation case at the outlet of the vessel (Timestep = 0.1s) 

 

Here, the possible errors of the simulations are discussed. As explained before, the 

conceptual error of the simulations is due to the inability of the proposed model to switch 

between polydisperse and VOF Eulerian models for the secondary phase. The other 

fundamental error of the simulations can be attributed to the assumptions/simplifications 

made to develop the proposed model. In this work, the 3D geometry of the electrostatic 

vessel was simulated by an axisymmetric model. Moreover, the presence of electrodes 

was not considered. Besides, the possible breakage of droplets on the surface of electrodes 

where the electric field is high was not examined. The numerical errors of the simulations 

are due to the time/spatial discretization and the wide range of values (specifically 

moments) that the Ansys Fluent (R) software should handle. There are two numerical 

points about the Ansys Fluent (R) software [96] that worth being explained. The dynamic 

integrator of the software is based on the Euler method. However, in this work, the more 

advanced Dasslc [167]  and ode15s (MathWorks) integrators were employed to solve the 

batch model and estimate the parameters. Moreover, the QMOM implementation of the 

software has its own moment realizability check and inversion methods (PD algorithm 

(Gordon, 1968))  which are different from the k -Wheeler algorithm [163] employed in 

the batch modeling. 
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Nomenclature 

d  diameter of droplet (m) 

32d  Sauter-mean 

aggK  aggregation coefficient 

capK  capture coefficient 

t  time (s) 

z  special position (m) 

Subscripts and Superscripts 

cap  capture term 

d  droplet (disperse phase) 

Abbreviations 

&BS W  basic sediment and water (water content) 
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Chapter 5 - Conclusions and Suggestions 

 

5.1. Conclusions 

The present work aimed to develop aggregation and capture kernels for the 

electrocoalescence process. The CFD-PBE was used as the principal idea to 

model/simulate the process. Moreover, a new concept named capture term was introduced 

to model the creation of the free water phase. For this objective, the project was basically 

divided into two stages: 

1. Development of coalescence and capture kernels for the electrocoalescence  

 process based on batch experiments 

2. Simulation the continuous electrocoalescence pilot plant to evaluate the

 compatibility of the derived coalescence and capture kernels 

First, a dynamic PBM based on mass/momentum/balance equations was developed to 

predict the behavior of batch electrocoalescence. The Eulerian multiphase model and 

QMOM population balance solution technique were coupled to construct the system of 

equations. In this work, the ComSol Multiphysics software (COMSOL Inc) was used to 

determine the distribution of electric field inside the electrostatic vessels. The parameters 

of the aggregation and capture kernels were estimated for the batch electrocoalescence 

experiments of non-saline and saline W/O emulsions. The results showed that the 

proposed model has a decent performance in predicting the behavior of batch 

electrocoalescence. The modeling displayed that at the beginning of the process, the 

aggregation between the droplets controls the separation of phases. While as the process 

continues, the capture of droplets by the free phase becomes the controlling phenomenon. 

Moreover, the calculations showed that the presences of both aggregation and capture 

terms are necessary to predict the process. Nevertheless, there were differences between 

the experimental and calculated values. The deviations were attributed to experimental 

and modeling errors. The conceptual shortcoming of the model was its incapability to 

predict the points where the volume fraction of the secondary phase passes the 90%. This 

is because the polydisperse assumption of the model in which the drag force increases 

extremely in the regions where the volume fraction of the secondary phase is high. This 
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is due to the limitation of the model that cannot switch between podisperse Eulerian and 

VOF models in case certain criterion is reached. 

Second, the continuous electrocoalescence pilot plant was simulated using the Ansys 

Fluent (R) software [96]. For this aim, the polydisperse Eulerian and QMOM population 

balance models of the Ansys Fluent (R) software [96] were utilized. Several UDFs were 

developed to implement the proposed model in the software. The objective was to 

evaluate the sensibility of simulations to the aggregation/capture parameters and DSD of 

initial W/O emulsion at the central experimental point of the work of Souza [169]. The 

results of simulations showed that unlike the batch model, the separation of phases does 

not increase by the increase of aggregation/capture coefficient and initial average 

diameter of droplets for all simulation cases. The contour of free phase volume fraction 

and d32 of water droplets exhibited that there exists an interaction between the momentum 

of untreated W/O emulsion and the formation of big water droplets that tries to overcome 

the drag force and descend. Moreover, the simulations showed that as the free water 

reaches the bottom of the vessel, continuous disordered bulks of free phase are created 

mainly in the regions close to the wall along the height of the vessel. This is the reason 

why the profile of water volume fraction and d32 of droplets at the outlet displayed 

oscillations. In this work, it was not possible to examine the trustfulness of the simulations 

as the experimental work of Souza [169] was not performed the same emulsions used in 

the batch experiments.  However, the probable errors of the simulations are accredited to 

the assumptions/simplifications made to develop the proposed model.  

 

5.2. Suggestions for Future Works 

In order to perform a more realistic modeling/simulation of the electrocoalescence 

process, and obtain better aggregation/capture kernels, some enhancements in the 

proposed methodology should be considered. The suggestions are: 

 Perform the batch experiments in a vessel with horizontal electrodes similar to the 

study of Khajehesamedini [173] that is closer to the industrial unit; 

 Measure the water content at the very bottom and top of the batch vessel to 

determine the maximum amount of separation;  

 Consider the use of improved techniques to measure the water content and droplet 

size distribution 
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 Perform 2D or 3D modeling/simulation of the batch electrostatic vessel to 

consider the radial gradients; 

 Perform 3D ComSol simulations to have a better calculation of the electric field; 

 Increase the current understanding of the influence of the electric field on the W/O 

emulsion and the electrocoalescence process; 

 Execute 3D CFD to obtain more realistic simulations of the vessel; 

 Consider the presence of the electrodes in the 2D/3D model; 

 Evaluate the possibility of breakage of droplets during the electrocoalescence; 

 Run the CFD simulations on the open-source OpenFOAM software (OpenCFD 

Ltd., 2013) to observe/follow the complete algorithms of the calculation;  

 Develop an Eulerian-VOF model to represent the free phase which is capable of 

switching between the two, based on the volume fraction of the free water;  

 Couple the calculation of  AC electric field to the CFD-PBE calculations in CFD  

software using UDF;  

 Implement the k -Wheeler algorithm [163] in the Ansys Fluent (R) software [96] 

using UDF to check the moments realizability.  
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