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Resumo da Tese apresentada à COPPE/UFRJ como parte dos requisitos necessários
para a obtenção do grau de Doutor em Ciências (D.Sc.)

TRATAMENTO DE EFLUENTES HIPERSALINOS USANDO PROCESSOS
BASEADOS EM OSMOSE: FUNDAMENTOS E VIABILIDADE

Sara Regina Osipi

Dezembro/2019

Orientadores: Cristiano Piacsek Borges
Argimiro Resende Secchi
Meagan Stumpe Mauter

Programa: Engenharia Química

Efluentes salinos vêm sendo estudados como fontes hídricas em função da escassez
de água doce e da elevada disponibilidade dessas correntes na extração de óleo e gás
e captura de CO2. No entanto, há incertezas a respeito da relação custo-benefício
dos tratamentos aplicáveis. Novos processos baseados na osmose inversa estão sendo
desenvolvidos com promissoras vantagens energéticas e econômicas. O objetivo geral
deste trabalho é investigar os efeitos da alta salinidade em processos derivados da
osmose inversa, assim como avaliar a aplicabilidade dos mesmos. A otimização dos
custos de rotas de tratamento mostrou que o processo de osmose inversa assistida
tem o menor custo, mesmo quando comparado com processos convencionais. Os
parâmetros de transporte da membrana, como permeabilidades e parâmetro estru-
tural, são importantes para a viabilidade econômica desse processo. Objetivando
investigar se esses parâmetros permaneceriam constantes em alta concentração de
sal, membranas de triacetato de celulose foram testadas em salinidade e pressão var-
iáveis. As permeabilidades hídrica e à sal diminuíram com o aumento da salinidade,
enquanto o parâmetro estrutural aumentou com a elevação da pressão. Testes de
pervaporação confirmaram que a permeabilidade hidráulica diminui até atingir um
platô em salinidades acima de 50 g/L. Uma provável explicação para esse fenômeno
é o desinchamento da membrana, já reportado para outros materiais. Estudos sub-
sequentes são necessários para entender o transporte em alta salinidade e estabelecer
diretrizes para o desenvolvimento de membranas e processos em condições extremas.
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requirements for the degree of Doctor of Science (D.Sc.)
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Department: Chemical Engineering

High salinity brines have been studied as potential fresh water sources due to the
scarcity of other supplies and elevated saline effluent generation in activities such as
oil and gas extraction and CO2 capture. Although their availability is remarkably
abundant in some regions, there are concerns regarding its cost-effective treatment.
Novel reverse osmosis (RO) based process are being developed with promising energy
consumption and cost advantages. The main objective of this work is to investigate
the effects of high salinity on RO-based processes, as well as in the process treatment
feasibility. Cost optimization showed the osmotically assisted reverse osmosis process
have the lowest cost when compared to conventional processes, such as mechanical
vapor compression. Membrane transport properties as permeabilities and structural
parameter are important to the cost technology feasibility. Aiming to investigate
whether the membrane transport properties would remain constant in higher salt
concentration, cellulose triacetate membranes were tested under variable pressure
and salinity. Water and salt permeability were found to decrease with increasing
average salinity while the structural parameter increased with increasing pressure.
Pervaporation tests supported the hypothesis of variable membrane performance,
reaching a plateau for average salinities higher than 50 g/L. A possible explanation
is membrane deswelling, previously reported for different materials. Further studies
are needed to understand the transport under high salinity and to stablish directions
for membrane tailoring and applications under extreme environments.
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Ḟp Permeate volumetric flowrate (m3/h), p. 36
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ṁout,f Outlet feed mass flowrate (kg/h), p. 114
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Chapter 1

Introduction

1.1 Background and Relevance

Recently, it has been shown that only the usage of conventional water sources (rivers,
lakes, wells and snow melting) is insufficient to meet current water demand [21].
Thus, the utilization of unconventional supplies, such as saline streams, is mandatory
to meet the availability of clean water, described in the Sustainable Development
Goal (SDG) 6 [21]. Water scarcity is an growing concern for world’s agriculture,
industry and population. It is estimated that almost half of world’s population
already experiences lack of water at least one month a year [22]. Water crises were
also identified as one of the top 10 global risks both in impact and likelihood at the
World Economic Forum [23].

Although Brazil accounts for almost 20% of the world’s freshwater [24], 1 out of
6 municipalities has a risk related to water scarcity [25]. In this country, nearly 72%
of the water is consumed in crop irrigation [24]. In places where severe drougths are
common, as the Northeast region, deplection of agricultural and industrial activity
can happen due to lack of water supplies [26] and priorization of water for domestic
use.

With shortage of fresh water, the demand for higher recovery treatment pro-
cesses and usage of saline streams and effluents is increasing. Activities such as oil
and gas extraction [27, 28] and CO2 geological storage [29, 30] generate impressive
quantities of brines, specially onshore. The availability, allied to the cost and envin-
romental concerns associated with inland saline effluents disposal [21, 31, 32] settle
the hypersaline streams as actual water supplies.

Despite the considerable volumes, the raw quality of hypersaline brines is usually
not adequate to most usages in agriculture or industry because of the saline content
[31, 33]. Hypersaline brines are defined as streams with salinity higher than 70 g/L
and may contain expressive concentrations of scaling salts [34]. In order to meet
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the required quality for reuse, in which salinity normally ranges from 0.1 mg/L to 5
g/L, a desalination step is often necessary.

Although there are conventional technologies that do desalinate brines, such as
thermal processes, those are energy-intensive operations [3, 4, 35]. On the other
hand, the current benchmark for salinities up to seawater level is reverse osmosis, a
mature and low-energy technique, but not feasible for higher salinity due to pressure
and recovery constraints. RO is inspiring novel membranes processes, such as coun-
terflow reverse osmosis (CFRO), osmotically assisted reverse osmosis (OARO) and
high-pressure reverse osmosis (HPRO) [1–4, 36]. These processes claim to expand
the RO conventional limits on recovery and on feed salinity by using a sweep/draw
solution (CFRO and OARO) or even higher pressures (HPRO).

Whereas RO-based technologies are theoretically promising, it is necessary to un-
derstand how these novel systems would perform at harsher conditions of pressure
and mostly, salinity. There is some evidence in literature that membrane morpho-
logical properties do change in high salinity [12, 37], but it is still not completely un-
derstood if and how these modifications would be converted in performance changes.
Besides, the existence of concentration polarization in osmotic processes makes the
proper quantification of the changes in these properties more challenging. Because of
these uncertainties, current methodologies used for evaluating membrane properties
in mature membrane processes might not be representative of the new applications.

Additionally to the understanding of the effects involved in process performance,
it is also important to address their impact on energy and cost for brine treatment.
In particular, cost comparison is important to show the differences not only in terms
of energy but also to prospect the key variables and parameters to increase process
feasibility and guide future research.

Questions about the membrane behavior under high salinity and cost-effective
RO-based processes are extremely relevant since they are aiming to substitute con-
ventional desalination process and decrease treatment cost and energy consumption.
The feasibility of these routes, as well as their common assumptions should be ad-
dressed in order to better support the decisions on desalination technologies.

1.2 Objectives

The main purpose of this work is to evaluate the feasibility of osmotically assisted
processes in desalination of hypersaline brines. The specific objectives to be dis-
cussed in the next chapters are:

• Study and optimization of main variables of osmotic and osmotically assisted
processes.
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• Analysis of the most promising cost-benefit routes in desalination of higly
saline streams.

• Investigation on the effect of high salinity in membrane properties.

1.3 Defending propositions

The defending propositions and contributions of this thesis are:

• The investigation and cost comparison of several desalination technologies for
brines, showing OARO has promising cost and energetic consumption.

• A novel application of retro-techno-economic analysis for desalination by RO-
based processes, showing that parameters as water permeability and structural
parameter may determine the cost feasibility.

• Water and salt permeabilities were detected to decrease with salinity for a
commercial CTA membrane, using different sorption-diffusion processes.

• CTA deswelling was evidenced in preliminary tests in quartz crystal microbal-
ance and may be associated with the decrease of permeabilities.

1.4 Thesis structure

Additionally to the present chapter, this document is structured in four other chap-
ters, as described below:

Chapter 1: Introduction, which contains the motivation and relevance of the
work, as well as the objectives.

Chapter 2: Literature Review, which presents theoretical background of hy-
persaline brines and effluents characteristics, the desalination processes applied for
treating them, focusing on osmotic processes and their state-of-art. Regarding the
aforementioned processes, membrane properties and cost are also discussed.

Chapter 3: Cost assessment of osmotic processes, where desalination tech-
nologies (consolidated and novel processes) costs are mapped under the common
assumptions on literature in a technical-economic study.

Chapter 4: Effect of salinity on osmosis membrane properties, in which the
hypothesis of constant membrane parameters is tested experimentally over a range
of salinity and pressure. Besides, analytical techniques to support the hypothesis
are discussed and tested.

Chapter 5: Conclusions and future work, which summarizes the main points of
previous chapters and suggests future studies.
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In this document, the common measurement units for membrane science are
used, such as (L/(h m2)) or mmHg for vacuum pressures, despite the International
System of Units.

1.5 Publications of the research

The research described in this document was published in Desalination and submited
to Journal of Membrance Science, which are detailed in the next chapters. Partial
results of this work were presented in poster format at the AIChE Annual Meet-
ing, Pittsburgh/PA (2018), North American Membrane Society NAMS 28th Annual
Meeting (2019), Pittsburgh/PA and I Brazilian Congress on Process Systems Engi-
neering 2019, Rio de Janeiro/RJ. The cost analyses presented in this work generated
a book chapter in Current Trends and Future Developments on (Bio-) Membranes -
Reverse and Forward Osmosis: Principles, Applications, Advances, Elsevier (2020).
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Chapter 2

Literature review

This chapter addresses the main definitions and concerns regarding hypersaline
brines, their production and characteristics, as well as potential users of desalted
water and the desalination processes to obtain the required quality. It focus on
theory not covered by the other chapters.

2.1 Hypersaline brines: main sources and charac-
teristics

2.1.1 Oil and gas produced water

Despite the expanding participation of renewable energy resources [23], fossil fu-
els consumption, oil and natural gas in particular, are still the largest portion of
world’s energy supply. As reported by British Petroleum [38], 2018 oil worldwide
production reached 94 billion of barrels per day, in average, representing an annual
increase of 2.4%. Although relatively abundant and cheap energy sources, oil and
gas exploration rises environmental concerns. One of the main effluents, produced
water (PW), is the combination of the saline water naturally present in oil fields,
known as formation water, and the water injected to keep the reservoir pressurized,
injection water [39]. In natural gas conventional fields, produced water emerges as a
mixture of water condensed from natural gas and formation water [40], representing
less expressive volumes than oil fields.

The top conventional oil producing countries explore oil mainly from onshore
fields, such as Saudi Arabia and Iran, or with equal parts of each sort of exploration
(onshore and offshore), such as USA and Russia [38]. Furthermore, onshore produced
water generation contributes to nearly two thirds of overall effluents from oilfields
[41]. It is expected that produced water generation to reach 500 million barrels
worldwide per day in 2020 [28]. In Brazil, the majority of the produced water comes
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from offshore fields, being disposed after free oil removal [42]. However, oil onshore
fields in Brazil’s Northeast region produce large quantities of PW, with water as
more than 90% of the well outlet.

Besides the growing amount of PW associated with the increasing oil and gas
(O&G) production, other factors might also affect produced water quantity, as oil
well drilling and completion method, water injection as secondary recovery, reser-
voir characteristics, water/oil separation technology in surface and oil well age
[28, 40, 43]. In particular, the more mature an oilfield is, the more water it produces.
Another aggravating point is the increasing share of unconventional oil and gas, es-
pecially those which use hydraulic fracking. These exploration methods can produce
large amounts of produced water and consume expressive quantities of freshwater,
mainly in the early drilling stages [28]. Around 3800 m3 of water per well can
be consumed just in shale gas drilling stage [27] and up to 15000 m3/well can be
used in fracking. Due to the low life of shale wells and effluent variability, modular
treatment, such as membrane-based, is preferred.

Conventional and unconventional onshore fields are generally under higher dis-
posal restrictions and water supply limitations than offshore ones [42, 44, 45]. Be-
sides, in some countries, as OSPAR signatories and Canada, environment concerns
are supporting several recommendations of lower or even zero effluent discharge
for new offshore oil facilities [45]. The scenarios of water-stress zones and efflu-
ent disposal resctrictions point out to water reuse as an attractive, and sometimes
mandatory, solution [41]. Another reason that supports reuse and desalination is a
higher oil recovery when injection water has low salinity (< 1.5 mg/L) [46, 47].

Additionally, oil depots also handles saline effluent and are under onshore regula-
tions for treatment and disposal [44, 48, 49]. São Paulo state, where are located four
refineries and oil depots, was extremely impacted with a water shortage that led en-
vironmental and regulatory committees to reevaluate water grant to local industries
[50].

Produced water, after leaving well or through addition of injection water, can re-
ceive chemical products to assist water/oil separation or to control corrosion, foam,
fouling, bacterial growth and H2S release. Drilling fluids can be part of produced
water among formation water and injection water, in the early stages of well pro-
duction [27]. Chemical additives used in oil and gas drilling or exploitation can be
a downside in produced water treatability, in case of conventional process [27, 51].

Concerning to salinity, one of the main specific characteristics of produced wa-
ter is the usually high ionic concentration, when compared to seawater, with total
dissolved solids ranging from 3 mg/L to more than 300 g/L. Salt distribution and
other main characteristics are presented on Table 2.1.

Despite of being usually more saline, these streams have individual ion concen-
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Table 2.1: Physicochemical parameters for produced water and seawater [16–18].

Parameter Produced water Seawater (average)
Sodium (g/L) 0.132 - 97 11.2
Chloride (g/L) 0.08 – 200 20.6

Magnesium (mg/L) 8 - 6000 1300
Calcium (mg/L) 13 - 25800 314
Barium (mg/L) 1.3 - 650 NRa

Strontium (mg/L) 0.02 - 1000 10
Sulfate (mg/L) <2 - 1650 2300

Bicarbonate (mg/L) 77 - 3990 83
pH 4.3 - 10.0 8.1

Total oil and grease (TOG) (g/L) 2-565 NRa

Total organic carbon (TOC) (g/L) NDb- 1500 NRa

Suspended solids (g/L) 1.2 - 1000 NRa

a Not reported
b Non detectable

trations that also differ from seawater, with possible presence of barium, cadmium,
chromium, copper, iron, lead, nickel and zinc in larger proportions. Generally, just
some of these metals are present in produced water [40, 52]. This ionic distribution,
mainly of minor constituents, is dependent on formation reservoir geology [52, 53],
with constant predominance of sodium and chloride ions, as shown in Table 2.1.

In brine treatment and handling, there are concerns regarding scaling, as some
salts concentrations as calcium carbonate and barium and strontium sulfates may be
above saturation limit. Salt precipitation lowers heat exchange in thermal processes
and decrease water flux in dense membrane applications [30]. Another complica-
tion relies on different salts behavior with temperature, which may change during
exctracting and processing. For example, calcium carbonate tends to become more
insoluble with temperature increase whereas silica solubility is elevated in high tem-
peratures [52].

Aside from conventional salts, geothermal fluids, like PW, can contain Naturally
Occurring Radioactive Materials (NORM), mainly radium isotopes [39, 52]. These
contaminants can concentrate in alkaline earth precipitates, like barium sulfate, or
biofilm deposits [52].

Substances such as benzene, toluene, ethyl-benzene and xylenes (BTEX), poly-
cyclic aromatic hydrocarbons (PAH) and organic acids are the most abundant dis-
solved organic compounds in produced water [39, 54] and may need specific removal
in restricter reuse cases. Hydrocarbons can be present in minor quantities, as their
solubility is lower with salinity increase [55, 56]. Generally, produced water contain
less diversity of organic compounds than refinery wastewater, since there are several
processes like cracking and coking in oil refining that contribute to organic variety
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[57].
Depending on well characteristics, H2S, ammonia and volatile organic compounds

can be also present [40] and leak during processing, since produced water temper-
ature may range from 50 to 90 ◦C [51, 58]. Besides potential corrosion in copper
alloys, ammonia levels were found toxic to some algae species by Andrade [59].

Although produced water pH is variable, it tends to acid range [39, 60]. De-
pending on the field, H2S and CO2 can be present due to bacterial activity [39]
and can contribute to the acid pH. According to Doran et al. [61], calcium and
magnesium scaling are lower at acid pH and from this point of view, it is interesting
to correct pH when it is alkali. Additionally, oily organic fouling tends to be more
intense in lower pHs [62], although higher pHs usually enhance silica rejection in
pressure-driven membrane processes. Therefore, optimum operation pH depends on
feed water characteristics and treatment particularities.

Sulfate reducing, anaerobic and gram-positive aerobic bacteria may be present
in suspended solids on produced water [56]. Sand, silt and other formation minerals
are also expected to be present [40]. As these solids can foul membranes and deposit
on equipment and piping, their removal is important.

Another emerging hypersaline stream is the one produced in carbon dioxide
storage and is addressed in the next section.

2.1.2 Formation water from CO2 storage

Following the aforementioned usage of fossil fuels, the emission of greenhouse gases
is also a subject of concern. A widespreading alternative to mitigate the effects of
carbon dioxide in the atmosphere is by capturing and injecting it in a geological
CO2 storage (CGS) [63, 64]. This option may take place in different reservoirs,
such as deplected oil and gas wells and saline formations [63, 64]. While the former
generally have known geology and traps avoiding leakage [65], the latter possess the
greatest capacity of depth storage [64], allowing the disposal of the equivalent CO2

of decades. Potential geological reservoirs for carbon dioxide have been identified
around the world [63, 64], including in Brazil [66, 67]. As the gas is injected in
the supercritical phase, the reservoirs must be at least 800m deep to keep carbon
dioxide in this state [64, 67]. A schematics of CGS is presented in Figure 2.1.

In CGS, there can be a pressure build up when carbon dioxide is injected in
subsurface reservoirs, which need to be monitored and controlled, in order to avoid
seismic activity and CO2 leakage [29, 68]. One method to control the reservoir
pressure is by extracting the formation water naturally present in the subsurface
porous formations [68]. The rate of extraction depends on the characteristics of
rock formation: the more porous it is, the easier is to equalize internal pressure and
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Figure 2.1: Carbon dioxide capture schematics. CO2 in supercrytical stage is in-
jected in a reservoir with a cap rock. To allow more carbon dioxide injection, the
pressure is reliefed by extracting saline water from the reservoir.

the lower the volume of extracted formation water. In a case of low permeability
rock, a 5Mt CO2/yr storage unit was estimated to extract up to 540 m3/h of brine
[29].

While the lower salinity limit for formation water is usually considered to be 10
g/L [67], it can reach up to 200 g/L [69]. A few potential CGS formation water char-
acteristics are presented in Table 2.2. Even though the three formation waters have
similar sodium concentrations, their total dissolved solids (TDS) and concentrations
of other ions, specially divalents ones, have high variability.

Table 2.2: Potential CGS formation waters.

Parameter Oriskany [69] Frio [70] a Lower Tuscaloosa [71, 72]
Sodium (g/L) 48.7 43.6 43.7
Chloride (g/L) 122.9 73.4 92.2

Magnesium (mg/L) 1540 490 1035
Calcium (g/L) 25.1 2.4 11.8
Barium (mg/L) 847 62.9 9.55

Strontium (mg/L) 11800 116.7 696
Sulfate (mg/L) - 44 238

Potassium (mg/L) 2720 109 412
pH 2.2 6.9 5.4

TDS (g/L) 221 109 149
a Concentrations calculated by given molalities assuming a solution at 25◦C
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Besides these naturally-occuring saline streams, saline industrial effluents such
as landfill leachate [73, 74], coal-to-chemical wastewater [75] and textile effluents [76]
could also be treated and reused, specially in regions where new plants are being
demanded to have zero liquid discharge (ZLD) processes or very low saline con-
tent [34, 74–77]. Concerns regarding cost and environmental restrictions of reverse
osmosis brine disposal [21, 31] also point to the increasing total water recovery.

2.1.3 Possible uses for saline water

The available uses, treatments and disposals for saline waters depend highly on site-
specific characteristics, such as their raw quality, proximity to potential users and
costs associated [52, 78]. Among the common possibilities, the main destinations to
saline effluents are generally injection in oilfields, discharge (in deep wells or aquifers)
or reuse [52, 78].

The first possibility generally evaluated is the reinjection in oil reservoirs to keep
them pressurized, saving fresh water transport costs. However, this alternative is
not always possible, as in gas fields. Besides, it usually demands hardness removal,
oil removal and compatibility analysis between injection water and reservoir [78, 79].
Shell Company was reported to reinject more than a half of produced water of its
fields [32].

Other disposal options are the discharge into the sea (for offshore facilities) or into
deep wells, according to local regulations [27, 32, 42]. The majority of drilling fluids
from onshore non-conventional fields in US is disposed in a special type of injection
wells [80]. Though, the development of new facilities for saline effluents disposal can
be challenging, due to high costs, time and ambient restrictions, besides potential
geological obstacles [79] and eventual salinity limitations of injection water. It is
important to highlight that salt contamination in shallow aquifers and long term
well behavior are questions not solved yet, although this method is said as most
economical choice for onshore brine disposal [31]. Brines contamined with specific
compounds, such as NORMs, are being injected into deep wells in United States
[31].

Site-specific uses, such as industrial reuse, irrigation, usage as livestock supply
and even as potable water can be suitable options [52, 61]. Some of these possibilities,
as well as their quality recommendations, are summarized in Table 2.3.

In irrigation case, besides the quality recommendations cited in Table 2.3, there
can be particular ionic constraints [31], which may be crop-dependent. For example,
chloride limits in plants root zone range from 350 to 2800 mg/L [33]. Additionally,
to reach irrigation conditions, every substance toxic to plants and consumers shall
be also removed from the saline stream.
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Table 2.3: Recommended water compositions for various applications. The dash symbol (-) represents limits or recommendations not
reported.

Parameter Potable water Irrigation a Livestock Surface discharge b Cooling water make up c Steam generation
TDS (mg/L) 1000 2000 5000 - 200 -d

Sodium (mg/L) 200 e 2000 - - 0.01
Chloride (mg/L) 250 100-700 1500 - 60 -

Hardness (mg/L CaCO3) 500 e - - 80 ND f

Ammonia (mg/L N) 1.5 - - <20 - -
Sulfate (mg/L) 250 - 1000 - 60 -
TOG (mg/L) - - - <20 - <0.2
References [84] [48, 85, 86] [48, 85] [44, 49] Typical Petrobras limits [87]

a There can be limits in roots zone [33].
b According to Brazilian law, discharge can not change the water body quality after mixture zone [44, 49].
c Considering 5 concentration cycles.
d Typical demineralized water conductivity: < 0.2 µS/cm.
e Limited through SAR (Sodium Absorption Ratio).
f ND: Non detectable.
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An additional option is the industrial usage, which generally requires desalination
steps in order to reach the required quality for cooling water reposition, steam
generation or specific process application. In the Brazilian case, industrial and
irrigational use are promising alternatives for reusing O&G produced water [81,
82]. There are also efforts to reuse produced water as drilling fluid in shale gas
facilities [27, 83], combining the availability of PW with the expensive cost of fresh
water transportation and short well life. Reuse of water as drilling fluid implies the
stream not to have fouling salts or any substance harmful to the reservoir, pipes
or equipments. Therefore, in most shale gas cases, for being short in duration,
produced water is reused to drill next well (as hydraulic fracking).

Another potential use for saline streams is potable water, specially in water scarce
areas [61]. In this case, several restrictions in treated water must be followed, as
salinity, toxicity and aromatic compounds content [61, 84]. Generally, this solution
has been investigated in locations with clear regulations for potable water generated
via reuse, which is not the Brazilian case yet.

Hypersaline brines can also be used as feedstock in mineral production [52, 88]
and often require desalination steps to concentrate the target compound before
further purification. However, very few of the projects related to mineral recovery
proved to be economically feasible [52].

The typical treatment and discharge unit cost for produced water can vary from
0.15 to 15 US$/m3, depending on the oilfield and the water destination [32]. Al-
though final water quality has a major influence in cost treatment [47], specific
disposal costs can generate scenarios in which reusing is a cheaper approach.

In order to reach the target composition for reuse or discharge, desalination is
normally a required step for reusing saline water, since the most users require a
minimum of 5 g/L on total dissolved solids. The available technologies to desalinate
brines are generally divided by their driving force: thermal technologies use heat
to evaporate water while osmotic processes use hydraulic pressure to overcome the
osmotic pressure. Both groups and their applications are discussed in the next
section.

2.2 High salinity treatment technologies

2.2.1 Thermal processes

Thermal desalination processes are based on distillation principle: energy is given to
the feed, evaporating part of the water. Due to robustness, high quality treated water
and applicability to highly saline feeds, thermal technologies have been proposed and
applied in O&G industry for produced water treatment [39, 89] and used widely in
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the Middle East [31, 39], representing around 31% of world desalination capacity
[52].

As these technologies use the phase change from liquid to vapor and the latent
heat of condensation for water is high, they usually consume an expressive amount of
energy. Recent designs make use of energy recycling by preheating feed with latent
heat of condensation for vapor stream [90]. Still, to reach an energy efficiency similar
to reverse osmosis in seawater desalination, they would have to apply a maximum
terminal temperature difference of only 1◦C [35]. However, to avoid excessive heat
exchange area and cost, they work at lower efficiencies.

The main technologies in thermal desalination are multistage flash (MSF), mul-
tieffect distillation (MED) or evaporation (MEE) and vapor compression (VC) in
seawater desalination [91] and also used for produced water treatment [39, 89]. They
differ basically due to heat exchange method and particularities in equipment de-
sign [92]. These processes can also be combined, as MED-TVC, which is a hybrid
of MED and thermal vapor compression (TVC) [91].

MSF and MED use several stages or effects in series to enhance recovery and
reduce energy consumption [35]. In MSF, sequential vessels operate in different
pressure levels, allowing flash to occur. Generally, there is no heat source in each
stage, unless the first one, as can be seen in Figure 2.2 [89, 92]. Erosion and corrosion
can occur in MSF equipment [39], mainly in flash chamber due to turbulence [90]
and due to elevated temperatures, in the range of 90 – 110◦C [91].

Figure 2.2: Multistage flash typical configuration with 3 stages. The feed is pre-
heated with the vapor generated, which condenses and flows to a collector. There is
a demister in each vessel to avoid brine drag to condensate and valves to promote
the different flash pressures. The external heat source gives heat to the first stage.

Multistage flash technology typically recovers from 10 – 20 % water and has
an energy consumption of 55-66 kWh/m3 [91], considering seawater as feed. This
technology is widely used in Middle East for seawater desalination [31], even with
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membrane desalination advent. The main reasons for MSF being more popular
than RO are based on water particularities (very high saline content) and thermal
availability, since there are many cogeneration plants coupled to desalination units
[31, 39].

In general, MED uses steam generated in a earlier stage as heat source for the
next one. Additionally, mainly old MED designs spray the feedwater onto heat
exchanger tubes [89, 92]. This option usually may reduce heat exchange due to
scaling and deposits on tubes external surface. An example of configuration is
shown in Figure 2.3.

Figure 2.3: Multieffect distillation configuration with three stages. The feed of each
vessel is sprayed over the tubes in which steam is condensing. The brine from a
earlier stage is feeded to the next one, at a lower pressure level, while the vapor
from the earlier stage condenses in the next one, providing heat to evaporate more
water. The external heat source is steam, at the first stage, and heat is removed at
the last stage to condensate the last vapor stream.

Typical thermal energetic demand for MED systems varies between 54 and 80
kWh/m3 [90] while their water recovery ranges from 20 to 35%. Additionally, typical
MED operating temperatures vary from 64 to 70◦C [91].

Some data reported for desalination technologies include electrical equivalent
energy consumption or specific mechanical work. This quantity is defined as the
electrical amount which would be produced if the thermal energy was used by a
turbine generator [93]. In case of many desalination plants combined with cogen-
eration, it makes sense to use this parameter, but depending on the steam source
(turbine exit or “throttled” from boiler) and pressure, it can lead to distinct electrical
equivalent consumptions.

As oilfield and CGS sites may not have steam turbines for power generation
and sometimes neither steam, for better comparison purposes, data showed at this
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document will focus on thermal energy itself. However, it is important to highlight
that energy requirement values in electrical equivalent can be much lower than
original thermal energy consumption. For example, for a MSF case [94], the electrical
equivalent ranges from 4 to 25 kWheq/m3, while the thermal energy requirement
can be two times higher.

Conventional thermal processes usually are less pretreatment demanding (par-
ticularly oil and solid removal), in comparison with processes with membranes that
have hydraulic pressure as a driving force. Besides, they have less influence caused
by changes in feed salinity [27]. However, volatile compounds such as NH3 and H2S
may impair distillate quality in thermal processes and energy consumption can reach
95% of its operational costs [27, 40], specially if there is no available heat source.

Among the thermal desalination technologies, mechanical vapor compression is
particularly interesting due to the lower energy consumption when compared to MSF
or MED. VC may be applied using two possible drivers: mechanical or thermal,
originating the terms MVC and TVC [90]. These two systems differ from actuator
mode: MVC uses a mechanical compressor while TVC often uses a steam jet [90, 91].
As MVC does not require any steam and has low energy consumption, it would be
used in comparisons to membrane processes.

MVC is a thermal desalination process that uses the temperature increase of
water vapor caused by compression, as well as its latent heat, as main heat source.
This technology handles many internal heat exchangers to maximize energy recovery,
as shown at Figure 2.4. The feed enters in a preheating step, and after this, the
saline solution at the evaporator is cirulated over tubes, in which superheated vapor
flows. Part of the water is vaporized and feeds the compressor, which overheats
the generated vapor, providing energy to vaporize more water. Water condenses at
tubes outlet and still pre-heats part of the feed. The concentrated saline solution
is drained from main heat exchanger and also supplies energy to part of the feed in
another exchanger.

MVC technologies are usually of falling film type, with vertical or horizontal
tubes. This process consist of a film around tubes to enhance evaporation and
reduce scaling, since the liquid film constantly generates movement and deplete
depositions [91].

The main advantages of MVC are its modularization, operational simplicity and
low energy input. The latter occurs mainly due to internal energy integration and
temperature steadiness during heat exchange (latent heat) [91]. The major energy
consumption in MVC is the compressor, that often requires high voltage electrical
network [95]. Combined with the pumping eletrical requirement, the specific energy
consumption reaches 11 kWh/m3 for 40% of water recovery in seawater desalination
[95]. Its operating temperature is generally around 60◦C [96].
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Figure 2.4: Mechanical vapor compression operation. The feed is preheated in con-
densate and brine heat exchangers and is sprayed over tubes, in which superheated
steam flows. The vapor generated in the vessel is compressed, heating the feed and
generating the condensate.

The downsides for MVC, as well as for other thermal processes, rely on the
necessity of a postreatment when volatile compounds are present on feed and the
relative high energy consumption when compared to RO in seawater desalination
[31]. In one produced water reuse case for irrigation, the treated stream was found
to be still toxic to algae P. subcapitata, although no acute toxicity occurred in
others organisms tested (lettuce, worms and fish species) [82]. In this case, toxicity
was attributed to ammoniacal nitrogen present even after MVC treatment. Besides
ammonia, in some tests, treated effluent also contained benzene and toluene in
concentrations above Brazilian limits [44, 48]. There was also identified a salting out
effect of volatile organic matter for the studied produced water, at a total dissolved
solids of 30 g/L [82], supported by other studies using sodium chloride [97, 98].
As NaCl correspond to the major salt concentration in hypersaline streams, the
contamination with volatile organics can happen in using produced water as a feed,
demanding posterior treatment.

As a mature technology, MVC is broadly employed in seawater desalination [61]
and also to treat produced water in heavy oil fields in Germany, Netherlands [96]
and Canada [99]. The Canadian case aims to generate steam for steam assisted
gravity drainage (SAGD) activities from produced water, making thermal process
specially interesting due to the high purity of the treated water.

The typical pretreatment for saline feeds in MVC processes employs suspended
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solids removal, pH adjustment, antiscalant dosing and oil removal when applicable
[61, 99]. Additionally, chemicals can be dosed in order to avoid precipitation on
exchanger tubes [91, 96]. A particular MVC cathegory called seeded MVC claims
to need less pretreatment, but specific seed minerals are needed in order to perform
the system correctly.

The membrane distillation (MD) process contains both thermal driving force and
a porous hydrophobic membrane to allow transport in the vapor phase [100]. As
it involves phase change, this process tends to use more energy than conventional
membrane processes like RO. Commercial membranes applicable to MD are made
of polypropylene, polytetrafluorethene and polyvinylidene fluoride [101].

MD processes can be classificated depending on module permeate side [102], as
presented in Figure 2.5. When the cold fluid gets in contact to membrane, it is
classified as direct contact membrane distillation. On the other hand, when there
is an air gap between membrane and cold plate surface, the process is defined as
air gap membrane distillation (AGMD). Finally, when the low vapor pressure is
generated by a vacuum pump, it is defined as vacuum membrane distillation.

Figure 2.5: Common membrane distillation types. The feed is heated, causing only
vapor to flow accross a hydrophobic membrane. The vapor can be either be cooled
in vacuum mode (a), directly condensed in a cooler solutions in direct contact mode
(b), onto a cool surface in air gap (c).

AGMD has advantages over other MD variations, mainly due lower heat loss since
the air gap is an insulating layer [102]. Thus, the heat utilization for evaporating is
improved. When compared to conventional thermal technologies (MSF and MED),
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MD outperforms due to its lower operating temperatures and footprint [35, 102].
One promising advantage of MD, as a thermal desalination technology is the

tendency of low flux variation due to the increase of salinity [101]. For instance,
when the feedwater NaCl concentration was increased from 35 g/L to 75 g/L, the
water flux only decreased 5%. However, when the concentration reached 350 g/L,
the flux decay was almost 50%, likely because of the steep decrease of water activity
[101].

A summary of studies using MD in produced and formation water desalination
is presented in Table 2.4. The use of pretreatment is important when dealing with
contamined streams, as produced water. While a study of a pre-treated produced
water of 248 g/L TDS shown the water flux was constant over time and sodium
chloride rejection was higher than 99% [103], a low salinity (15.7 g/L TDS) produced
water without pretreatment caused water flux decline, pore wetting and rejection
loss [104]. In this case, cleaning cycles were needed and oil traces were found in the
permeate water, reinforcing the need of pretreatment when using a membrane.

As other thermal processes, MD is susceptible to contamination by volatile or-
ganics [103, 105], specially in elevated temperatures for produced water. Another
concern when treating effluents that may contains organics is the pore wetting
[104, 106], which leads the rejection to decrease. It happens due to poor pressure
control and/or presence of surfactants in the feedwater [104]. Moreover, when oil
and grease are present in the stream, the liquid entry pressure was found to severely
reduce probably due to coating of oil internally to the pores [106]. Besides oil and
grease, polyvalent ions as barium and calcium also contribute to wetting [106].

Recently, MD is being studied in combination to other processes, as forward
osmosis (FO) [107]. Another possibility is the integration of MD as a complimen-
tary step for MVC, substituting the brine heat exchanger by membrane distillation
module [108]. This solution increases the total recovery and decreases cost, even
comparing MD to the brine heat exchanger. However, it is advantageous for salini-
ties near seawater, with lower gains with increasing salinity.

There are also other thermal processes, as humidification-dehumidification
(HDH) [3, 35]. This process allows water to evaporate from a feed source to an
air stream, which is cooled below dew point and water condenses. Besides the high
energetic demand [3], expected heat transfer area is high, since air has a lower heat
transfer capacity than steam, used in MED or MVC. Additionally, any air impurities
can contaminate the treated water stream [35].

Additionally to performance characteristics, such as water flux and temperature
levels, it is interesting to compare alternatives in terms of cost and energy con-
sumption. A summary of thermal desalination technologies applied to hypersaline
streams is presented in Table 2.5.
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Table 2.4: Summary of MD processes applied to produced water treatment.

Salinity (g/L) Feed Temperature (◦C) Coolant temperature (◦C) Flux (kg/m2s) Pretreatment Reference
3 95 - 125 30 70 - 180 (synthetic PW) [105]
187 40 - 80 5 - 25 3.6 - 12.0 Microfiltration [102]
248 50 - 70 25 0.2 - 14 Microfiltration and activated carbon [103]
15.7 64 - 84 - 10 - 50 None [104]
150 60 20 5 - 33 None [106]

92 - 308 < 100 30 10 - 39 None [111]

Table 2.5: Reported applications of thermal processes in saline streams treatment.

Technology Salinity (g/L) Recovery (%) Energy consumption (kWh/m3) Cost (US$/m3) Reference
MED-MVC 70 76.7 29 6.80 [112]

MVC 170 42.3 19 - [3]
HDH 170 42.3 370 - [3]
MD 170 42.3 510 - [3]
MD1 40 80.0 - 0.59 [109]
MD 40 80.0 - 4.47 [109]
MD1 100 66.6 591 1.11 2 [110]
MD 100 66.6 591 8.55 3 [110]

1Membrane distillation without external thermal energy input.
2Converted from 0.74 US$/m3

feed [110]
3Converted from 5.70 US$/m3

feed [110]
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While thermal process may benefit from formation and produced water high
temperatures [52], they still need an expressive energy input to promote the sep-
aration. In this aspect, cost drastically rises in membrane distillation applications
when there is no available heat source in the analysis [109, 110]. Despite having
internal heat recovery design, the cost of MD treated water is an order of magnitude
greater than the other reported thermal processes.

Though conventionally less used in high salinity applications due to the pressure
limit [113], reverse osmosis based process are developing to expand salinity limits
while maintaing the RO advantages as low energy consumption. These process are
presented in the sext section.

2.2.2 Osmotic processes

An important category of treatment technologies for hypersaline brines is based
on the osmotic process. It can be defined as the flux of water from a small ionic
strength solution to a more concentrated stream when they are separated by a
semipermeable membrane [100]. The pressure exerted on the hypertonic solution to
cease flux is denominated osmotic pressure π. In order to obtain a purified stream, it
is possible to apply an hydraulic pressure higher than the osmotic pressure, reversing
flux direction. This process is defined as reverse osmosis (RO). These concepts are
represented in Figure 2.6.

Figure 2.6: Forward and reverse osmosis operation principle.
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Forward osmosis

The water flux in forward osmosis happens due to use of a more concentrated stream,
designated draw solution or osmotic agent, and has two exit streams: a concen-
trated feed and the diluted, but still highly saline, draw solution. Although the
standalone forward osmosis process does not desalinate, but generates a permeate
dilute solution, it has been employed in osmotic dilution for shale gas produced wa-
ter treatment [27]. In this situation, as the treated water is used in new drillings,
only scaling agents (mostly divalent ions) are required to be removed.

If a lower salinity is required by the final user, the diluted draw solution can be
desalinated in further processes, such as MD [60, 95, 107, 114, 115], MVC [116] or
even RO [3, 117, 118] in combined processes. FO acts as advanced pretreatment for
the conventional desalination processes, since it prevents potential fouling (organ-
ics, solids, oils, insoluble salts) to the following processes [27, 107]. Additionally, as
forward osmosis does not apply hydraulic pressure, it has less irreversible fouling
tendency and may have easier or even absent pretreatment before it [80, 117]. Al-
though extensively applied FO to oily effluents as produced water [27, 119, 120], oil
and organic matter presence has found to be harmful to the membrane and reduce
water flux [80, 120–123].

The main properties of osmotic membranes that define their performance are
the water (A) and salt (B) permeabilities and the support structural parameter S
[124]. While the first two properties are related to the selective layer of assymetric
membranes, the structural parameter is a measurement of the mass transport resis-
tance of the structural support, lumping important characteristics such as thickness,
tortuosity or porosity [124]. When high, S deplects the osmotic pressure difference,
which is the driving force for FO, and makes the process lose efficiency [124].

Different configurations can be used in forward osmosis equipment: when the
draw solution faces the membrane selective layer, the configuration is called pressure-
retarded osmosis (PRO) mode. However, when the feed faces the selective layer,
the process is defined as FO itself. The former configuration typically leads to
higher fluxes when only salt content is considered [124]. When treating streams
with high TDS or organic matter concentration, FO mode is preferred, since fouling
is minimized as solids or oil do not contact to porous support [123].

When the draw solution is applied and recovered by a desalination step, there
are concerns regarding salt reposition and contaminants accumulation in this stream
[83]. Besides, any processes in which FO draw solution is effectively recovered con-
sume more energy than a standalone feedwater desalination, due to the higher ionic
content [3, 35].

Although the main process variables and research interest are related to the
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draw solution characteristics [125–129], flowrate, module design and temperature
have also been investigated to increase water flux [80, 117]. Polymeric membrane
materials are generally sensitive to temperature and its increase tends to rise osmotic
pressure, mass transfer coefficient and both water and salt permeabilities [117, 124].

Current state-of-art research in FO focus in development of easily recovery draw
solutions as magnetic nanoparticles, thermoresponsive polymers and polyelectrolytes
[129, 130]. Another fundamental branch is the study and development of membranes
with lower structural parameter S and good fouling resistance [123, 124, 131, 132].

In the aspect of decreasing S, it is possible to enhance the hydrophilicity by
treating the support [131], incorporing nanoparticles in the membrane [132] or other
adding hydrophilic materials to the support fabrication, as polyacrylic acid [133].
The later alternative was found to decrease four times the structural parameter
from a polysulfone-based support. Additionally to hydrophilicity increase, electro-
spun PVA nanofibers were reported to also increase support porosity and decrease
tortuosity [134].

Reverse osmosis

Reverse osmosis is a process in which water flows through a semipermeable mem-
brane due an applied hydraulic pressure greater than the osmotic pressure [100],
as presented in Figure 2.6. It is widely used due to its low energy consumption,
specially in seawater desalination [3, 31, 35, 52, 100, 113].

The factors that minimized the energy requirements in the last years of research
include development of high efficiency energy recovery methods, as pressure ex-
changer (PX) [31, 91]. In this device, presented in Figure 2.7, the power is directly
transferred to part of the RO feed, without converting it to mechanical energy [31].
The low pressure stream is pressurized inside the rotor due to direct contact with
the high pressure concentrate, similarly to a piston pump. As the energy recovery
is very high, the feed stream only pass by a booster pump before entering the RO
module. However, the contact between streams usually results in a small mixing
[31].

Whereas thermal process are generally employed for concentrating solutions up
to 250 g/L in ZLD processes, the salinity for the concentrated stream in conventional
RO lies at maximum 80 g/L, due to the hydraulic pressure contraints [34, 77].

Although RO has been applied for produced water treatment [40, 81, 86], the
maximum salinities are still low when compared to hypersaline brines described
earlier. While the maximum commercial hydraulic pressure for RO is set up to 80
bar [113], there are reports on specific applications up to 200 bar and feed salinities
of 80 g/L [73, 135, 136]. Besides the use of spiral wound membranes in RO and
some HPRO early applications [31, 113, 135], a plate and frame configuration for
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Figure 2.7: Working principle of pressure exchanger. The low-pressure (LP) feed en-
ter a piston chamber, in which the high-pressure (HP) concentrate transfer hydraulic
energy to it.

HPRO was reported by Gunther (1996) [136].
Recently, membrane manufacturers reported to have design spiral wound mod-

ules to support up to 120 bar [137]. As HPRO is theoretically able to reach very low
energy consumption when treating hypersaline streams [3, 34], it has been object of
study specially for membranes and modules mechanically resistent and also in the
fundamental membrane transport under high pressure and salinity [34, 138]. Mc-
Govern et al. [138] verified the water permeability decreased more than 50% while
the rejection was constant at more than 99 % for a conventional thin film composite
(TFC) RO membrane up to 172 bar.

Due to extremely high pressure and saline content, one concern when using
HPRO is the need of an efficient pretreatment. For instance, in a leachate treatment,
a nanofiltration step is applied to the concentrated stream before entering HPRO
module [73]. Additionally, the reported feed velocity in this module is about 1.5
m/s, ten times higher than the conventional RO feed velocity [73], to increase mass
transfer and avoid scaling.

Recent researches in RO have been focusing in different configurations, such as
batch-mode or closed-circuit (CCRO) [139, 140]. In batch mode, the feed enters in
the system only at the beginning and the concentrated stream is recirculated over
time. At the end, the brine leaves the system [140]. In CCRO, or semi-batch mode,
the RO concentrate is totally recirculated and mixed with the continuous feed, while
pressure gradually increases, until the target recovery is reached. There is no brine
discharge during the cycle. Batch and CCRO is reported to increase conventional
RO recovery and decrease energy consumption [140].

Another RO variation is osmotically assisted reverse osmosis, also known as coun-
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terflow reverse osmosis [1], osmotically enhanced dewatering (OED) [141] or draw
solution assisted reverse osmosis (DSARO)[36]. In this process, a saline stream
defined as draw or sweep solution is applied to decrease the osmotic pressure dif-
ference accross the membrane [4, 36]. Differently from FO, the sweep solution has
lower concentration than the feed. The diluted sweep stream can be fed to a RO
process or another OARO stage, in order to meet the pressure and salinity before a
final reverse osmosis [4, 142]. This process is very promising, since it can expand the
feed salinity and water recovery limits for conventional RO while keeping favorable
energy consumption [4, 36, 141, 142].

While the first designs of OARO employed the sweep solution in closed loops [4,
36], new approaches as split-feed CFRO/OARO and cascading osmotically mediated
RO (COMRO) [2] eliminated this need by using part of the feed or concentrate as
sweep solution. Examples of these configurations are presented in Figures 2.8 and
2.9. The optimal concentration of each stage, as well as the number of stages and
the split of the feeds (to use them as sweep solution) are process variables that would
influence the energy consumption and operating pressure.

Figure 2.8: Example of split feed OARO configuration based on [1]. The color
intensity corresponds to higher salt concentrations. The highest salinity stage uses
part of its own feed stream as sweep solution, which is diluted along the other stages.
The final stage is a conventional RO module.

The main advantages of not using loop streams consist on avoiding contaminants
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accumulation and even on benefiting from a low-rejection membrane [1]. These tech-
nologies also claim to need lower operating pressure by using feed stream as sweep.
COMRO is said to decrease the operating pressure not only for brine desalination
but also for seawater applications [2]. As high pressure may decrease water perme-
ability by membrane compaction [138] and might require special module designs,
it may be more cost-effective to search for combined RO-based processes at lower
pressure levels.

The optimal concentration of each stage, as well as the number of stages and the
split of the feeds (to use them as sweep solution) are process variables that would
influence the energy consumption and operating pressure.

The use of sweep solutions and counterflow modules give a wider range of ap-
plication for RO, promising low energy consumption when compared to thermal
technologies. A comparison among these processes is presented in Table 2.6.

Although promising, these technologies may demand special design due to high
pressure and/or counterflow module and might not be as economically interesting
as expected. Thus, it is important to estimate their cost, even if in a preliminary
basis, to understand if and where they can be improved, and what are the major
cost components. Secondly, it is important to test the processes experimentally
to check if the membranes would behave as expected, since their performance is
still highly dependent on the membrane properties, such as water permeability, salt
permeability and structural parameter. In high salinity application, by treating
more concentrated brines or by increasing recovery from seawater desalination, it
even more important to verify experimentally if the membrane would perform as
expected.

Membranes characteristics

The commercial membranes for FO and RO are basically from two categories: TFC,
with polyamide selective layer (PA), and CA/CTA (cellulose acetate and/or cellu-
lose triacetate) [143], although their exact composition is generally not reported by
manufacturers.

The first type of membrane is made of an aromatic and/or semi-aromatic
polyamide by interfacial polymerization and possess a high degree of crosslinking
[12, 15]. These membranes have a porous support, generally made of polysulfone,
in which the polyamide selective layer is held. TFC membranes normally have a
non-woven fabric for RO applications [15]. Due to the low thickness (100 nm [144]),
these membranes have high water permeability [15]. Their salt rejection is very
high, which consolidated their usage for commercial seawater applications [31]. The
crosslinking feature is what gives the membrane the robustness and strength not to
burst in high pressure operation [15].
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Figure 2.9: Example of cascading osmotically mediated reverse osmosis configuration based on [2]. The color intensity corresponds to
higher salt concentrations. The feed streams enters as a sweep solution for the first stage, being diluted until conventional RO desalination
at the last stage. The concentrate stream returns to the earlier stages as feed.

Table 2.6: Comparison among RO-based processes applications.

Technology Salinity (g/L) Recovery (%) Energy consumption (kWh/m3) Maximum pressure (bar) Reference
DSARO 35 40 1.7 - 2.5 36 - 52 [36, 148]
OARO 100 - 140 35 - 50 6 - 19 65 [4]
COMRO 70 50 3.2 - 3.8 68.3 [2]
CFRO 35 81 3.9 68 [1]
HPRO 70 50 7.5 150 [34]
HPRO 70 72 13 300 [34]
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The polyamide used in RO possess inherent ionizable groups (carboxyl and amino
groups) [145] due to incomplete polymerization [146]. The membranes tend to have
slightly negative zeta potential in the common pH range [31, 147]. The PA po-
lar groups enhance rejection because of local dipole formation [31]. However, PA
membranes are generally more prone to fouling, what was associated to its elevated
roughness and hydrogen bonding with foulants [119, 121]. Besides, PA has more
carboxyl groups, which have stronger adhesion forces than hydroxyl groups from
CA/CTA membranes [119, 121].

The second category includes single or combination of cellulose-esters. The mem-
branes are generally assymetric and made by phase-inversion [143, 149]. Some of
the membranes may have an internal woven support to give mechanical strength
to the membrane [124]. They are usually thicker than PA. These materials were
the first to be used in reverse osmosis [150], but were surpassed by PA in RO due
to its higher water permeability. However, with the application of forward osmosis
to streams with high salinity and/or organic matter and the need to combine anti-
fouling properties to low structural parameter, this material have gained attention
lately [145].

For the application in high salinity, there are evidences the membranes may
change transport and morphological characteristics [12, 37, 149, 151–154]. In case
of transport properties, it is not well known if the changes are happening in the
membrane or due to concentration polarization or both, since the determination of
these parameters can be quite complex using saline streams. There are reports
that associate the decrease of performance only with concentration polarization
(CP) [126, 155], while others postulate the membrane can be dehydrating/deswelling
[145, 152, 153] and even an increase of water permeability at higher salinity was
reported [156].

Specifically in the case of deswelling, it is worth to mention this effect was de-
tected for nanofiltration PA (lower degree of crosslinking) and associated with the
flux decrease [12, 15]. Additionally, an interesting analysis performed by Drazevic
et al. [15] gathered data on RO membranes volumetric water content and water
and salt permeability. They obtained an empirical correlation in which higher water
volumetric fraction corresponds to higher permeabilities.

Another important field of study is the standardization of membrane transport
characteristics measurements, which may be affected by the employed driving force
and testing conditions [157, 158]. Although FO is proposed for high salinity applica-
tions [27, 116], the majority of the membrane and draw solution performance testing
uses deionized water or seawater as feed [125–129]. A major difficulty in this inves-
tigation is the complex mass transport involved, since there is salt polarization on
both sides of the membrane, what makes the correct quantification of permeabilities
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more challenging [124, 158].
Although not commercially available yet, novel materials are being studied

to enhance membrane properties, such as zeolites, nanomaterials and graphene
[143, 144, 159–162]. Besides, hollow-fiber membranes are being applied for FO
and assisted processes [8, 10, 123, 155] and may be promising options, since these
typically do not need external support such asin spiral wound or in plate and frame
and have expressive packing density [100]. [checar uma das referencias]

In high salinity applications, the current research also focus on developing me-
chanically resistent membranes and the fundamental transport phenomena under
high pressure and salinity [34, 138].

Process cost

Cost is a major issue in desalination, particularly because the separation for salt
and water is much more energy-intensive than conventional tapwater treatments.
Therefore, energy is a major component for operational cost of thermal and mem-
brane desalination technologies, representing more than 30% of treated water cost
[35, 118]. Additionally, equipment also account for a considerable share of RO fixed
costs, as reverse osmosis systems need high pressure vessels, pumps and piping [163].
Pretreatment and membrane reposition expenses may also be significative depending
on the feed water quality [31].

Although there can be site-specific peculiarities, earlier studies for seawater RO
have shown there is a cost minimum for a water recovery around 50%, which equi-
librates the increasing costs of the membrane treatment caused by the increasing
concentrate salinity and lower flux to the decreasing expenses of side operations, as
pumping and pretreatment[35]. Knowing major components of cost also subsidizes
research and development of more efficient equipment, as pressure exchanger and
higher permeability membranes [31, 35].

For emerging technologies, it is even more important to understand the key cost
drivers and their relation to process variables and parameters. One of the greatest
influences and determinant on forward osmosis economic feasibility, for example, is
membrane cost [118, 164]. On the other hand, MD cost is completely influenced by
energy expenses: it may reach an 8-fold increase when there is no available low-grade
energy [109, 110].

Sensitivity analysis is also helpful to analyze the extent and the cost response to
process parameters. Linares et al. [118] reported that FO water fluxes lower than 10
L/m2h determined the module cost as the biggest expenses share, while its influence
decrease for higher fluxes. Tavakkoli et al. [110] determined for a MD study case
that the influence of feed salinity on final water cost was small. In case of RO-based
processes, there are very few studies reporting cost and sensitivity analysis [36, 142].
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A novel tool to investigate cost feasibility regions for technologies is retro-techno-
economic analysis (RTEA), which was reported for biorefineries [165]. It consists
on determining isoeconomic regions formed by combination of process parameters
(such as conversion, selectivity or selling price) to study its feasibility ranges and
thresholds [165]. While RTEA was reported for a process in which the economic
metric is the null present value, it is reasonable for desalination processes to use
this methodology using the specific treated water cost. Instead of analyzing profit,
it is possible to compare the cost to the conventional technologies and evaluate
the range of applicability or improvement the new RO-based technologies have. A
techno-economic assessment will be described in the next chapter.
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Chapter 3

Cost assessment of osmotic
processes

This chapter is focused in fulfilling the objectives of the study and optimization of
osmotic and osmotically assisted processes and the analysis of the most cost-effective
desalination routes for brine treatment.

Even with environmental and regulations issues, water reuse has to be based on a
cost analysis considering the available technologies, plant information, utilities data,
among other inputs. This is the main reason which encouraged a preliminary case
study to analyze a high salinity desalination. As a tool for analysis and orientation
for next steps, some technologies were simulated with cost comparison. Conventional
and novel technologies were investigated through optimization focusing in process
variables and membrane characteristics. In spite of some approaches that tried to
compare technologies for desalination of produced water, most of them compared
isolated costs or characteristics. Thiel et al. [3] simulated different technologies
for energy consumption comparison in produced water desalination. However, some
particular design issues, as low-grade heat availability, or high operation pressure,
can lead to different judgment and choice. Herein, the chosen variable which will
contain the design information and the impact of other variables is the specific cost,
which can be defined as cost per cubic meter of recovered water.

At this moment, detailed treated water quality was not addressed, since it de-
pends on the water further usage. Nevertheless, a simplified comparison was carried
out based on literature data and simulation and optimization techniques.

The following study was published in Desalination journal, v. 430, pp. 107-119
in 2018 [166].
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3.1 Introduction

Great amounts of produced water are generated in O&G exploration, handling
and processing. These quantities can be more expressive than oil production it-
self, mainly in mature fields, reaching values higher than 90% of the outlet stream
[81]. Generally, water can also be required the most in the later years of an oilfield,
mainly for secondary and tertiary recoveries. An aggravating circumstance for wa-
ter management in O&G facilities is the development of unconventional sources (as
shale gas and oil and tarsands), which can be even more water-intense than conven-
tional ones, not just during the production but mainly during drilling and fracking
[27].

As effluent discharge or water intake constraints can limit industrial capacity of
O&G operations in water-stressed zones or under stricter environmental regulations,
produced water reuse by desalination may be an economic option. Brazillian North-
east semi-arid region, where there is most of onshore oil production in the country,
have been experiencing extreme droughts over the past years [26]. This condition led
to water restriction to cities, crops, energy generation and industrial activity [26].
At the same time, onshore oil exploration in this region is both a water consumer
and an expressive effluent generator, since the oilfields are predominantly mature.

Produced water, as the main effluent of oil exploration, is a water source which
can be valuable for oil production as well as local uses. Treatment and discharge unit
cost for produced water can vary from 0.15 US$/m3 to 15 US$/m3 [32], depending
on the oilfield and water destination. Although final water quality has an influence
in treatment cost, specific disposal costs can describe a scenario in which reusing
is a cheaper approach. On the other hand, stricter disposal restrictions and water
supply limitations can also restate produced water reuse as an attractive, or even
mandatory scenario [167].

Several papers have been addressing produced water reuse for potable [61], irri-
gational [59] and fracking purposes [27]. Treatment often includes oil and organics
removal, and sometimes, desalination [40, 61, 81]. For the latter step, recent ap-
proaches have been focusing on forward osmosis, that can be coupled with thermal
recovery [27, 80, 116, 117], and membrane distillation [102, 103, 109, 110], mainly
when there is low-grade heat available.

At the same time, new technologies modifications for seawater and saline efflu-
ents are being investigated. Membrane distillation to enhance recovery in mechanical
vapor compression was proposed for seawater desalination [108] and could lead to
savings also in produced water treatment. Another promising modification is the
use of RO assisted with sweep solution. It was proposed as an alternative to mini-
mize vessels working pressure for seawater [36] and minimizing energy consumption
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compared to thermal processes [4, 30].
Regarding to energy consumption, which is a major concern in high salinity

applications, Thiel et al. [3] evaluated electrical and thermal energy inputs for
several technologies, showing significant comparison results. The needed theoretical
energy for RO is much lower than other thermal and membrane processes, from
conventional to new ones, even for high salt content. As these processes vary in
material and design, it is mandatory to compare them not just in energy terms,
but also in economic assessments. Although energy consumption [3, 116] and sparse
desalination cost [32, 109, 110] have been discussed for produced water, there is a lack
of cost comparative analysis for produced water routes. This is a mandatory issue,
since pressure ratings or the absence of available heat, for example, can culminate
in prohibitive costs.

Thus, the main objective of this chapter is to address an analysis on process
variables and costs for desalination processes applicable to a specific case study of a
Brazilian produced water, aiming to choose most suitable routes and to investigate
new technologies limitations by a retro-techno-economic-analysis [165].

The available technologies for desalination are discussed, as well as Brazilian
produced water characteristcs and its most suitable reuse options, which can af-
fect process design choice. In the next topic, proposed desalination routes and its
main variables are presented and justified. Further information on modeling of each
step can be found in Appendix A. After introducing the optimization strategy and
the concept of retro-techno-economic-analysis, the results on cost and energy are
examined and guidelines are discussed.

3.2 Modelling Framework

In produced water treatment, many technologies have been proposed for removal of
oil and grease [40, 168, 169]. In case of desalination processes, suitable technologies
are similar to those applied to seawater treatment, as multistage flash, multieffect
distillation or evaporation, mechanical vapor compression, reverse osmosis and re-
cently, membrane distillation [39, 59, 102].

As stated by Ettouney et al. [91], MSF and MED generally have high capital
cost. Additionally, they are potentially more expensive in terms of energy cost than
RO and MVC and are usually coupled with cogeneration plants [39, 170], that is
not commonly the case of produced fluids treatment. It is worth to highlight that
thermal or hybrid technologies are usually more suitable when there is a heat source
availability and could be good options for specific cases, as membrane distillation for
oilfields which use SAGD [109]. However, as the present case study does not have
available low-grade energy, only MVC and RO were chosen to represent conventional
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technologies in this study, since both processes need an electrical energy source only.
Another point of interest was to analyze whether RO would still be the cheapest
option even with a maximum pressure constraint, in accordance with Thiel et al.
[3].

For route design, this study considered an onshore produced water with salin-
ity of 90 g/L and oil and grease of 100 ppm [169]. Even though this effluent was
assumed to be a sodium chloride solution, it is important to stress that there can
be also organic matter and scaling salts in produced water, as shown in Table 3.1.
As the main objective is to evaluate differences in routes cost caused mainly by
colligative properties and separation principles (as hydraulic pressure or tempera-
ture), other contaminants/parameters were not modeled. However, in real opera-
tion, these contaminants may negatively affect system performance or even require
specific treatment [3, 59, 91, 96].

Table 3.1: Physical and chemical parameters for Brazilian produced waters.

Parameter Value Reference
Sodium (g/L) 18.9 - 36.8 [88, 171, 172]
Chloride (g/L) 22.5 - 58.9 [88, 171–173]
Calcium (mg/L) 769 - 2500 [88, 173]

Magnesium (mg/L) 678 - 730 [88, 171]
pH 6.3 - 7.3 [88, 173]

TOC (mg C/L) 113 - 386 [172, 173]
TDS (g/L) 77.8 - 98.8 [172, 173]

Not only feed water quality, but also product water quality can influence suit-
ability on certain desalination routes. Aiming to investigate the more common des-
tinations in an onshore oilfield, this study considered three main options of reuse:
irrigation, livestock and industrial water. Despite the fact that each one has several
constraints, as toxicity, scaling potential and others, this work only considered total
dissolved solids, assumed to be equal to salinity, and total oil and grease limits.

For the three studied reuse options, oil and grease concentration should be zero.
Water for irrigation and livestock were limited at 2000 mg/L and 5000 mg/L of
TDS, respectively [48, 85, 86]. Industrial water was assumed to have TDS of 200
mg/L, according to oil companies corporate data on main water users.

3.2.1 Proposed Technologies and Economic Assessment

To achieve the desirable compositions, combinations of technologies were analyzed.
In some alternatives, microfiltration (MF) was applied as pretreatment for oil re-
moval, and in others, forward osmosis was employed, since it has been proposed to
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this specific purpose [27, 119, 120].
Another important consideration is the absence of progressive fouling, due to

difficult quantification, which causes lack of performance in membranes or heat
exchange equipment. Besides, as there can be solute loss or gain in assisted processes,
proposed routes were considered to be in steady-state operation by adding a makeup
stream or purge, also considered in operational costs.

For costs analysis, all equipment expenses were considered at year 2016 and the
equipment cost equations were corrected using Chemical Engineering Plant Cost
Index (CEPCI) [174]. Additionally, membrane modules (FO, RO and OARO) were
simulated using finite volumes for better detailing. Combinations of processes were
simulated in EMSO (Environment for Modeling, Simulation and Optimization),
which is an equation-oriented process simulator [175], using relative and absolute
accuracies of 10−3 and 10−6 in algebraic equations system solving, and 10−6, for
both accuracies, for optimization variables and constraints violation. EMSO data
on thermodynamic properties were also used.

For specific treated water cost (spc) calculation, Eq. 3.1 and Eq. 3.2 were used.

spc = aCAPEX/f +OPEX

Vwater

(3.1)

a = i(1 + i)n

(1 + i)n − 1 (3.2)

In these equations, Vwater is the annual recovered water volume, f is the plant
utilization factor, i is the interest rate, n is investment period, OPEX are the opera-
tional expenditures, CAPEX are the capital expenditures and a is the amortization
factor. Contingency, freight, insurance and other minor contributors were not con-
sidered explicitly due to their low relevance in the overall cost and similarity for all
proposed routes.

In order to analyze several possible desalination routes, conventional and new
technologies were combined involving FO, RO, OARO, MF, MVC and MD. A de-
tailed modelling for RO and OARO are presented in the next sections. For the sake
of compactness, other technologies are briefly discussed here. Further information
on these processes modelling is discussed in Appendix A.

The main hypotheses considered are:

• Membrane properties are constant and independent on pressure and salinity.
Particularly, the values for the structural parameter were based in FO and
PRO membranes;

• The maximum operational pressure is 120 bar [176] and the cost equations for
seawater reverse osmosis (SWRO) were assumed to be valid;
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• Produced water behaves as a sodium chloride solution;

• The treated water quality is suitable for irrigation, livestock or industrial use.
To allow a fair comparison, when a process reached a lower salinity than
needed, microfiltrated produced water was blended to standardize the exact
composition for all routes, characterizing a bypass of the desalination stage;

• The pressure drop for membrane processes follow reported behaviors [177].

The specific optimization variables are discussed in each description for the fol-
lowing sections.

Microfiltration and Reverse Osmosis (MF-RO)

This route uses microfiltration, which was assumed to remove completely oil and
grease [169], as pretreatment step for posterior reverse osmosis recovery. There is
also a pressure exchanger in this configuration in order to integrate energy from a
high-pressure source (RO concentrate) to a low-pressure stream (RO feed). Reverse
osmosis process uses hydraulic pressure to overcome osmotic pressure, allowing water
to flow from a hypertonic to a hypotonic solution. After desalination, RO permeate
can be mixed to MF permeate, to achieve a predetermined quality, or follow to a
RO second pass to remove more dissolved solids, if necessary. Depending on the
second pass operating pressure, there can also be a second PX.

Membranes used in industrial RO processes are generally made of polyamide and
the process is commonly employed for seawater desalination and effluent treatment
[31, 40]. Proposed process for produced water desalination is presented in Figure
3.1.

Figure 3.1: Schematic representation of MF-RO route. The dashed region represents
a second RO pass which may be necessary to meet the required quality.
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Simplifying produced water as a described earlier, volumetric water flux, JW , and
massic salt flux, jS, can be described according to Eq. 3.3 and Eq. 3.4, respectively
[178, 179].

JW = A(∆P −∆πm) (3.3)

jS = B(∆cm) (3.4)

Where ∆πm is the osmotic pressure, ∆cm is the salt concentration and ∆P is hy-
draulic pressure differences across the membrane. A and B are water and salt
membrane permeabilities, respectively.

Permeate salt molar concentration cp is a function of water and salt fluxes, as
well as salt molar mass (MM), according to Eq. 3.5.

cp = jS/(MMJW ) (3.5)

Salt concentration at the membrane feed side surface, cm, is a function of water
flux, feed concentration cf and mass transfer coefficient k, according to Eq. 3.6. It
was considered no polarization effect at the permeate side.

(cm − cp)/(cf − cp) = exp(JW/kf ) (3.6)

Mass balance in each membrane element of volume includes the variations of
feed and permeate mass flowrates (∆ṁf and ∆ṁp, respectively), as well as water
flux (JW ), stream density (ρ) and element membrane area (an), according to Eq.
3.7.

∆ṁf = −JWanρ = −∆ṁp (3.7)

Similarly, salt molar balance relates feed and permeate salt molar variations
∆(cf Ḟf ) and ∆(cpḞp), respectively, and salt flux, according to Eq. 3.8. Ḟf and Ḟp

are the feed and permeate volumetric flowrates, respectively.

MM∆(cf Ḟf ) = −jSan = −MM∆(cpḞp) (3.8)

The pressure exchanger energy balance is represented by Eq. 3.9, assuming
volumetric flowrates are equal. Entrance energy in the PX is the stream pressure
multiplied by its volumetric flowrate and an efficiency factor, ηP X . The calcula-
tion expression involves feed pressures in, Pin,f , and out, Pout,f , besides concentrate
pressures in, Pin,c, and out, Pout,c.

36



Pout,f − ηP XPin,f = ηP XPin,c − Pout,c (3.9)

RO cost calculations were based on Choi et al. [180] and Malek et al. [178].
Although the equations were designed for seawater desalination, it was considered
they are a good estimation for produced water below 120 bar. It is important
to remind that real capital cost can be higher due to material specification changes
(due to higher chloride content). RO equipment cost calculation considered basically
membranes and pumping equipment. Eq. 3.10 was used for pumps and PX cost
calculation, Cpump, in US dollars, and corrected with CEPCI [174].

Cpump = 52
n∑

i=1
Pout,iFi (3.10)

In this equation, Pout,i is equipment discharge pressure (in atm) and Fi, respective
volumetric flowrates (in m3/h). In PX case, the higher pressure was considered as
Pout.

On the other hand, OPEX estimation considered annual energy consumption,
draw solution reposition, in cases which FO was applied together with RO or MVC,
and membrane reposition (33%/year), assumed to be higher than the usual of
20%/year [91]. It is worth to highlight that produced water can affect membrane
replacement, especially standalone RO, due to constant cleaning caused by organic
matter attachment [86].

Due to system simplicity, the only chosen optimization variable was recovery
ratio at RO. Although seawater optimal recovery ranges from 40 to 55% [31], it
was considered in the present study a range from 10 to 50%. This range was also
applied in other routes in which RO recovery was employed as a optimization vari-
able. Pressure at RO inlet was defined as a constraint for systems involving reverse
osmosis. Commercial limits for seawater desalination or even special applications
usually range from 70 to 120 bar [4, 113, 176]. It is important to emphasize that
although the recovery ratio could vary in a broad range, for RO processes optimized
here, the maximum recovery will be limited by the pressure constraint of 120 bar.
Thus, the effective recovery ratio range may be lower than presented.

Microfiltration, Osmotically Assisted Reverse Osmosis and Reverse Os-
mosis (MF-OARO-RO)

Osmotically assisted reverse osmosis uses a sweep solution to minimize hydraulic
pressure requirement through the membrane. In Park et al. work [36], it was con-
sidered that membrane characteristics for this process would be similar comparing to
conventional RO. OARO was claimed to consume less energy and to be cheaper than
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conventional RO [36]. A recent study by Bartholomew et al. [4] has found inter-
esting results about energy consumption, which was lower than MVC requirements
and potentially would have lower cost.

In the proposed configuration, diluted sweep solute, which is OARO permeate
exit stream, needs to be treated by a conventional RO to allow low salinity water
production. RO concentrated stream (sweep), assumed to be a sodium chloride
solution, returns to the OARO module, after having its salt composition set by a
drain/make up, as presented in Figure 3.2. This route also includes PX and high
pressure pumps, following the information from the previous section.

Figure 3.2: Schematic representation of MF-OARO-RO route.

For OARO modelling, Park et al. [36] assumptions for feed facing the active
layer were used, after including an internal CP term, similarly to forward osmosis.
Concentration difference across the membrane (∆cm) can be calculated by Eq. 3.11
[4, 36]. In this equation, cf and cs are the feed and sweep solution bulk concentra-
tions, respectively, S is the membrane structural parameter andDf is salt diffusivity.
The other variables and parameters were defined previously.

∆cm =
cf exp(JW

kf
)− cs exp(−JWS

Df )
1 + B

JW

[
exp(JW

kf
)− exp(−JWS

Df
)
] (3.11)

Similarly to other membrane processes modelled in this study, balance equa-
tion includes mass flowrate variation of feed, ∆ṁf , and sweep solution, ∆ṁs for a
membrane element of volume, as given by Eq. 3.12.

∆ṁf = −JWanρ = −∆ṁds (3.12)

Sodium chloride mass balance is described according to Eq. 3.13, including molar
variations in sweep solution ∆(cdsḞds) and in the feed stream ∆(cf Ḟf ).
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−MM∆(cf Ḟf ) = jSan = MM∆(cdsḞds) (3.13)

Water and salt fluxes are calculated in a similar way to conventional reverse
osmosis (Eq. 3.3 and Eq. 3.4), but the osmotic pressure gradient is lower than in
RO, minimizing the needed inlet pressure.

In produced water treatment, since it is likely to overcome RO commercial pres-
sure limits due to high osmotic pressure of feed stream, assisted reverse osmosis
could be an interesting option. However, much effort is still necessary to properly
design OARO module and operation.

The chosen optimization variables for MF-OARO-RO processes were OARO re-
covery, sweep solution concentration and volumetric ratio, which is the ratio between
sweep solution and feed volumetric flowrates. In this case, recovery ratio was varied
from 10 to 50 %, the sweep solution concentration from 30 g/L to 110 g/L and
volumetric ratio from 0.3 to 1.5. The pressure limit of 120 bar was also applied to
OARO.

Forward Osmosis with Reverse Osmosis (FO-RO)

Forward osmosis uses osmotic pressure difference as a driving force for water flux.
Because of sorption-diffusion membrane mechanism, similar to reverse osmosis, re-
jections of salt and organics are high [27, 119, 120]. Aside from this, FO is claimed to
be a low-fouling process, since the cake layer is looser than in RO [80, 123]. Because
of these features, this process is recommended as a pretreatment for streams with
high scaling and fouling propensity.

In spite of similarities with RO, FO flux is highly impacted due to concentration
polarization (CP), internal (in the porous support) and external (on membrane
surfaces)[124], tending to have low water fluxes. As Thiel et al. [3] elected FO-RO
as a good process in terms of energy usage, this configuration was addressed in this
study.

The route proposed is presented on Figure 3.3. In this configuration, NaCl was
used as osmotic agent.

Similarly to MF-RO, a pressure exchanger is used to enhance energy recovery
and to minimize cost. Feed is pretreated in forward osmosis (FO1) and recovered
water permeates to the draw solution stream, which goes to a recovery step com-
posed by one or two RO passes, depending on the required quality. In this case,
if necessary, there can be also a second PX to recover energy. Also, drain/makeup
line regulates salt concentration in draw solution, which was taken into account for
cost calculation. For the same salinity comparison in the product, there can be a
desalination bypass. It is important to notice that, in routes in which this mixture
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Figure 3.3: Schematic representation of FO-RO route. The dashed area includes a
second RO pass, which can be necessary depending on the required water quality.

of microfiltrated produced water and permeate occurred, MF stream (TDS of 90
g/L) was substantially small (less than 2% of final stream), since one stream has
nearly zero salt content and the goal concentration is closer to zero. Therefore, costs
relative to MF were not considered.

For this process, optimization variables were volumetric ratio, draw solution
concentration and FO recovery. The first variable was based on Tow et al. [181],
who found the optimal condition to be 0.8, varying due recovery strategy and feed
water. The volumetric ratio balances flow effects on membrane, modifying flux,
area, and pumping costs. Variation range was set from 0.3 to 1.5.

Draw solution concentration is responsible for the driving force in FO and can
affects directly RO recovery step. Draw solution concentration lower limit is final
feed salinity plus a terminal concentration difference, since the module is counter-
current. Upper boundary is defined by NaCl solubility limit (about 360 g/L). Draw
solution concentration, when higher, increase pumping and make up costs, while
membrane area is decreased.

FO recovery was varied from 10 to 50%, as already mentioned. On the other
hand, RO recovery was not specified because two optimization variables related to
it, FO recovery and volumetric ratio, are already defined. In this route, there was
also a pressure limit for RO at 120 bar, which constrained not just the effective RO
recovery range, but mainly the draw solution effective concentration range in the
optimization routine.
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Microfiltration and Mechanical Vapor Compression (MF-MVC)

Although MVC is a thermal process, it can use only electrical energy power in
separation. This energy drives a compressor, responsible for pressurizing steam
formed from brine evaporation. With total condensation, the steam heats the brine,
allowing more water to evaporate. Additionally, two heat exchangers recover heat to
enhance global system performance. A simplified diagram for this route is presented
in Figure 3.4.

Figure 3.4: Schematic representation of MF-MVC route.

Chosen optimization variables for this system were MVC recovery, evaporator
temperature, terminal temperature difference (TTD), which is the difference be-
tween the temperatures inside the evaporator and condenser. Evaporator tempera-
ture was studied from 333K to 353K, which are typical practiced temperatures, and
TTD from 1K to 10K [182].

A variation of this process was proposed by Swaminathan et al. [108] and also
addressed in the present study. These authors suggested a membrane distillation
module instead of brine heat exchanger for seawater desalination, as represented
in Figure 3.5. MD module improves recovery with the residual evaporator heat,
although it has a larger area than a conventional heat exchanger [108]. It is im-
portant to mention that this MD module does not need external thermal energy
source, since it uses the residual energy from the main evaporator. Thus, the focus
in electrical-driven desalination processes is maintained.

Forward Osmosis with Mechanical Vapor Compression (FO-MVC)

A particular configuration using MVC with forward osmosis pretreatment was also
evaluated via simulation and optimization, as presented in Figure 3.6.
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Figure 3.5: Schematic representation of MF-MVC-MD route.

Figure 3.6: Schematic representation of FO-MVC route.

As MVC could not achieve some volatile matter restrictions [59], FO pretreat-
ment was proposed to handle these contaminants and also remove foulants and
harmful dissolved compounds which could impair MVC performance [116]. Because
of this pretreatment and, consequently, scaling salts removal, it was thought that
MVC could intensify recovery and operation temperature. There would be benefits
for FO due to removal of compounds such as benzene, toluene and ammonia, besides
any scalants that could harm thermal equipment. Sodium chloride was also used in
draw solution, in consonance with previous routes.

In the optimization procedure, draw solution concentration, volumetric ratio
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(similarly to MF-OARO-RO and FO-RO), FO recovery, evaporator temperature
and TTD were defined as key variables, with the same ranges proposed in previous
sections, unless for evaporator temperature, which was allowed to vary until 367K
due to increase pretreatment quality, explained above.

3.2.2 Initial Data and Parameters

The main parameters and considerations for simulation are presented in Table 3.2.
The proposed configurations were investigated for cost optimization and energy
consumption for salinities from 50 to 150 g/L. The flowrate of 50 m3/d was set to
represent a small produced water facility, while the feed temperature was assumed
to be 293 K.

In order to analyze differences caused by other aspects, as energy usage, equip-
ment cost or operational expenses, plant utilization factor value was the same for
all technology combinations. The economic parameters were based on Brazilian in-
dustries overview for the year of 2016, while the energy cost is equivalent to hydro-
electrical power generation [187]. Regarding the processes, RO water flux, number
of membrane leaves, MVC pump discharge pressure and pre-heaters heat transfer
coefficient were set to typical or estimated design values, as well as MD channel
depth and recirculation ratio. Additionally, pump efficiency for small RO tend to be
lower due to hydraulic losses, therefore the energy consumption was penalized [35].

Regarding to membranes cost for MD, an average value of 90 US$/m2 was used
[101, 110], although MD tends to have a small influence in total MF-MVC-MD cost.
For RO membranes, a cost of 40 US$/m2 [184] was used. It was assumed that FO
would have the same membrane cost for RO, since the technology is at a high rate
of development. On the other hand, as OARO is a new technology, it was assumed
that membrane cost would be twice the RO membrane cost. This cost variation was
studied in RTEA.

Details on cost equations are presented in Appendix A, while the EMSO models
are described in Appendix G. For CAPEX estimation based on these equations and
on membrane costs, references listed in Table 3.3 were used. Percentages presented
in this table are referred to total CAPEX.

It is important to remind that cost estimation by main equipment can differ due
to site particularities (e.g. civil works, necessity to treat final brine, interest taxes,
etc.) and influence the analysis depending on which place it is taken.

3.2.3 Retro-Techno-Economic Analysis

In order to prospect developments in membranes, a RTEA was performed. The
analysis consists of choosing the most important variables (or parameters) of the
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Table 3.2: Summary of parameters and initial data for routes simulation.

Parameter Value Reference
General data

Treated water flowrate 50 m3/d –
Treated water quality (Irrigation) – Base case 2 g/L [86]

Salt feed concentration 90 g/L [169]
Pump efficiency 50 % [35]

Compressor efficiency 60 % [182]
Pressure exchanger efficiency 98 % [183]

NaCl diffusivitya 1.33x10-9m2/s [124]
Feed temperature 293 K –

Energy cost 0.05 US$/kWh –
Investiment duration 20 years –

Interest rate 10 % –
Plant utilization factor 0.90 [110]

FO/RO/OARO
RO/OARO average water flux 15 L/(m2h) –

Hydraulic FO membrane permeabilityb 4.301 L/(m2h bar) [124]
Hydraulic RO membrane permeability 0.997 L/(m2h bar) [179]

NaCl permeability in FOb 1.939 L/(m2h) [124]
NaCl permeability in RO/OAROc 0.108 L/(m2h) [179]
FO/RO/OARO channel width 1.27 m [179]

FO/RO/OARO channel thickness 7.11x10-4m [179]
Structural parameter (FO/OARO)b 1x10-4m [124]

Number of membrane leavesd 16 –
Membrane cost (FO/RO) 40 US$/m2 [184]
Membrane cost (OARO) 80 US$/m2 –

MF
Recovery ratio 90 % [169]

Average oil concentration 100 mg/L [169]
Membrane cost (with housings) 720 US$/m2 [169]

MVC
Pre-heaters heat transfer coefficient 3 kW/m2K –

Feed pump discharge pressure 2 bar –
MD

Membrane permeability 22x10-7kg/(m2sPa) [185]
Membrane width 1 m [185]
Channel depth 1 mm –

Vapor conductivity 0.0188 W/(mK) [185]
Membrane conductivity 1.2 W/(mK) [185]
Membrane thickness 200 µm [185]
Recirculation ratio 12.5 –
Membrane cost 90 US$/m2 [101]

a Sodium chloride diffusivity may range from 1.2 to 1.6 ×10-9m2/s depending on the
measurement technique [186]

b Parameters for OASYS TFC interpolated for 293K [124].
c Estimated using a rejection of 99.73%.
d Used to adjust Reynolds number for region of interest for spiral wound modules.
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Table 3.3: Cost references for CAPEX estimation.

Technology Cost element Cost range Adopted value References
RO/OAROa Equipment b 38.1c- 55.8% d 45.0% [36, 118, 178]

FO Membrane 29.4 % 29.4 % [118]
MD Membrane 50.0 % 50.0 % [101]
MVC Equipment 20.0 - 40.0 % 27.0% e [188, 189]
MF Membrane & housing 30.0% 30.0% [169]

a Park et al.[36] considered the same cost for both seawater RO and OARO. For this study,
it was considered the same equations and rations, but a different cost for membrane.

b Including membranes, pumps, pressure recovery devices, etc.
c Linares et al.[118] considered 30.5% as equipment cost in total CAPEX, but included in
others 46% pre-treatment and intake cost. Pre-treatment is taken into account separately
in the present work and intake is not considered. Intake and pre-treatment would be
around 20% of total CAPEX [163]. So, in this analysis, equipment cost would be 38.1%
(30.5% of 80%).

d Malek et al. [178] developed cost modeling for SWRO considering a Lang Factor of 1.411,
equivalent to 70.8% of CAPEX related to equipment, including intake and pre-treatment
At the time of this publication, there was no data on pre-treatment by MF/UF. So, it was
considered that together to intake costs, they would represent 15% of the total, remaining
55.8% as RO equipment of the total.

e Equivalent to a Lang factor of 3.68 [188]

process and calculating their threshold values for an economic metric[165]. Even
though the approach was based on Furlan et al. [165], it did not consider the NPV
itself, but the treated water specific cost. Another difference is the use of optimized
points for the obtained values, rather than changes in simulation. Comparisons
baselines were conventional technologies lowest cost, as MF-MVC, when applicable.

As the systems had their main variables optimized at this point, external param-
eters related to process design were selected for the analyses. For MF-OARO-RO
system, membrane properties as structural membrane parameter, water permeability
and salt permeability were studied, as well as membrane cost, energy cost, interest
rate and pump efficiency.

3.3 Results and Discussion

In this section, optimized systems are addressed for possible reuses, focusing on ir-
rigation (final streams standardized with 2 g/L sodium chloride and zero concentra-
tion of oil and grease). Afterwards, membrane parameters (physical or economical)
impact is discussed, with focus on process feasibility. This scope intends to guide
future study on desalination routes for produced water.
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3.3.1 Optimal points and salinity variation

An important variable is feed salinity, which could represent route ability to handle
different sources of produced water or variation of specific produced water within
time, as consequence of field stratification. Desalination processes for produced
water treatment should be versatile to handle this inherent salinity variation [27].
Results obtained for a salinity range from 50 to 120 g/L are summarized in Figure
3.7.

Figure 3.7: Specific cost behavior as function of feed concentration aiming to reuse
water for irrigation.

Error bars presented in Figure 3.7 are the result of CAPEX variation according
to ranges presented in Table 3.3 for RO/OARO and MVC. Routes MF-RO and
MF-OARO-RO have similar behavior because the analysis relies on admitting equal
cost function (equipment cost variation range) for both. Lang factor, which can be
related to percentages referent to equipment cost, tends to be smaller in compact
units [188], which is commonly the case of membrane technologies. MVC-based
technologies become more competitive to others under higher salinities or tighter
treated water quality.

MF-RO is the cheapest of all routes optimized for salinities up to 90 g/L. For
higher salt concentrations, the mandatory pressure limit of 120 bar was activated,
thus, no feasible point was found for the average flux of 15 LMH, since concentration
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polarization was too intense. The higher the feed salt concentration, the steeper the
flux decay along the module is: fluxes at the end of the module reached values near
zero, while fluxes at module entrance were too high. The discrepancy between those
fluxes led the routine not to find a solution that would satisfy all the equations and
constraints for the highest salinity tested. For 108.2 g/L, a feasible point was found
for flux of 14 LMH, although recovery ratio was very low (16%), bringing specific
costs to high values. At this point, OARO would be more interesting.

For MF-OARO-RO, optimal point at 90 g/L had an overall cost of 2.92 US$/m3.
Although the total recovery was higher (46%) than MF-RO, inlet pressure for OARO
was lower due to the effect of the sweep solution (59.3 g/L). While the pressure inlet
was 119 bar for MF-RO, MF-OARO-RO had 70 bar in the first step (OARO) and
49.5 bar in conventional step (RO) for base case. In spite of having a prominent effect
on total cost, increase of salinity did not lead OARO to overcome 120 bar. Therefore,
for the highest tested salinity, specific cost for this route was the lowest. This could
be an interesting design to handle high salinities that standalone RO is out of range.
MF-OARO-RO presented more ability to handle different salinity scenarios because
it has three optimization variables, which could compensate salinity effects, as they
are the main cost drivers. Because of this, it could be suitable for small salinity
variations due to its flexibility using draw solution.

For FO-RO, at the optimal point without pressure constraint, RO feed pressure
would be 165 bar, with a recovery of 46% at this step. However, for the ranges
tested with pressure constraint, the optimal point would be at 10% FO recovery and
a staggering cost of 5.45 US$/m3 for base case. Although Minier-Matar et al. [117]
have proposed FO-RO as a potential lower capital and operating cost, preliminary
results showed this route as the most expensive of all tested. Low driving force in
FO, in order to reach 120 bar or less, makes costs increase quickly and does not
allow high water recovery. Because of the great difference between this route and
others, this configuration had no further study for the present work.

MF-MVC system had an optimal cost of 4.02 US$/m3 at maximum recovery,
evaporator temperature at 333K and TTD of 3.4K. Higher operating temperatures
are preferred due to higher vapor pressures and better overall heat transfer coeffi-
cients at the evaporator. However, as exit temperature at heat exchangers is defined
as well as cold fluid stream, heat exchange area is increased, and this effect was pre-
dominant. Additionally, produced water is a potential scaling stream and more
aggressive than seawater. Lower evaporator temperatures are more suitable for salt
scaling control, mainly because of sulfates solubility limits [190].

Of all routes tested, MF-MVC had the smallest effect of salinity on the specific
cost. When salt content increases, and consequently BPE (Boiling Point Elevation)
increases, the minimization routine tends to keep evaporator temperature constant
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by slightly decreasing TTD. A similar effect was found for FO-MVC, which is a little
more expensive than the MF-MVC route for salt concentrations higher than 80 g/L,
despite the fact of allowing higher temperatures and recoveries in MVC equipment.
When compared to MF-MVC, MF-MVC-MD did not reach a detectable increase in
recovery due to high salinity of MVC brine. Swaminathan et al. [108] achieved sav-
ings up to 8%, but for seawater MVC at 40% recovery. For higher recoveries (80%),
savings were reduced to less than 1%, which would be approximately the salinity
range of the present MVC concentrate. MF-MVC-MD can be an interesting route
to intermediate salinities, since for maximum salinity tested or higher recoveries, the
effects of adding a MD step are too small.

For FO-MVC at 90 g/L, the volumetric ratio achieved the lower limit of 0.3 at
the optimal point, with a cost of 4.07 US$/m3 at base case. With volumetric ratio
increase, flux at FO tends to be maximized, but it is compensated with a rise in
MVC equipment cost. As flux can be maximized with draw solution concentration,
volumetric ratio was reduced to the lower limit to minimize capital cost, even below
MF-MVC standalone CAPEX. Because of this predominant effect, FO-MVC cost
was slight lower than MF-MVC cost for salinities of 50 g/L and 72 g/L. Another
influence factor is the high ceramic membrane cost, even though MF flux is at least
ten times higher than FO flux.

Because of MVC relative independency of salinity, draw solution concentration
at FO-MVC has reached 270 g/L, even though salinity increase drives to higher salt
leakage at FO. The impact on FO area surpassed the salt loss at this point. Salts
generating higher osmotic pressure, like potassium pyrophosphate [191, 192], would
be good candidates for this route, since the draw solute loss is minimized.

Another point of discussion is the feasibility of reaching high fluxes with produced
water having no pretreatment step prior to FO. Several authors have pointed FO as
a step for oil removal, although this contaminant can decrease flux [27, 119, 120].
This effect could lower water flux and increase costs. On the other hand, if a MF
pretreatment is added, cost can increase about 0.30 US$/m3.

Optimization of FO-MVC route indicates that feed salinity has a more significant
change on cost than MF-MVC alternative. For high salinities, an increase in draw
solution concentration to keep the permeate flux has a small effect on cost when
compared to a decrease in recovery. Moreover, even optimizing salt permeability
and concentration in draw solution, specific costs are significantly higher than MF-
OARO-RO cost.

Aiming to address different water users, a comparison was performed for the
main processes discussed here at base case point (90 g/L). For irrigation (2 g/L)
and livestock (5 g/L) reuse purposes, the achieved costs remained approximately
the same (Figure 3.7). However, to achieve industrial water quality (200 mg/L),
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MF-RO process cost is increased to 2.80 US$/m3, while MF-OARO-RO reached
3.24 US$/m3. For MF-MVC and FO-MVC, costs practically remain constant. This
is an indicative that increasing salinity and/or stricter constraints bring membrane
and thermal processes costs closer. At low and moderate feed salinities (near 90
g/L), even though pressure constraint limits maximum recovery, MF-RO would still
be the cheapest process for all users studied here.

However, in qualitative comparison, it is likely for thermal processes to allow
ammonia or volatile content to pass and to contaminate treated water. Because
of this, further post-treatment as stripping or chlorination could be necessary and
could add an extra expense to achieve desirable water quality.

In terms of quality, OARO routes are particularly interesting because they could
deal with various contaminants in produced water with a double RO pass and could
remove volatile content for more demanding water users.

3.3.2 Energy consumption

In order to compare with the literature and discuss some specific benefits of each
route, the impact of tested routes on the energy consumption under salinity variation
was studied. Results are presented on Figure 3.8.

It is interesting to note that energy consumption is consequence of optimization
and not the optimization objective itself. For example, in routes involving MVC,
higher TTD implies in greater energy consumption (compressor pressure ratio in-
creases with an elevation of condenser temperature, calculated by TTD). However,
the higher the terminal temperature difference, the lower the evaporator area.

There also may be a slightly energy consumption disparity for MVC to previous
reports [3] due to different considerations, as compressor efficiency [182]. Despite
the fact of energy consumptions are not represented for the same exact recovery
and fluxes, range of data obtained have equal magnitude order of similar routes
[3, 4], since the optimization searches the lowest cost together to other key vari-
ables. Besides, energy consumption of the present work accounts for all pumping
requirements (including pretreatment steps listed in previous sections).

For MF-RO and MF-OARO-RO simulated routes, because of considerable differ-
ence in optimal recoveries, energy consumptions have different behaviors and values.
MF-RO has little variation until 100 g/L and energy consumption is smaller than
MF-OARO-RO in this range. However, as the pressure constraint becomes active at
90 g/L optimization, recovery ratio is lowered to meet the constraint for higher salin-
ities. Pumping requirements become higher for smaller quantities of treated water
[3], so energy consumption leads MF-RO cost to overcome MF-OARO-RO cost for
108.2 g/L feed salinity. Pressure constraint is not active for the latter route, so the
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Figure 3.8: Energy consumption with feed salinity for irrigation reuse purposes. A)
MVC-based processes. B) RO-based processes. MVC data based on ref. [3] and
OARO based on ref. [4].
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behavior is practically linear in studied range. To better understanding, feasibility
region is more detailed in Figure 3.9.

Figure 3.9: Energy consumption as function of recovery and salinity for MF-RO.
Optimal points are obtained by cost optimization. The infeasible region represents
the points that violate pressure constraint of 120 bar.

According to Figure 3.9, it is possible to note the cost optimization path for
MF-RO. As the optimization objective is to minimize cost, the optimal point is not
coincident to minimal energy consumption, since the cost function has also influence
of capital expenditure costs. It is clear that for salinities greater than 90 g/L, the
feasible region is too constrained for MF-RO, leading to high costs and high energy
consumption, as presented in Figure 3.7 and Figure 3.8, respectively.

Values obtained for MF-OARO-RO in Figure 3.8 are slightly different from liter-
ature [4], probably because in the present study it was used a smaller value for pump
efficiency, even though the process cost was optimized. Another important point to
emphasize are the different fluxes, pressure and structural parameter [4], which also
influence energy consumption calculation. Particularly, the structural parameter
from [4] is more conservative when compared to those obtained for FO/PRO mem-
branes [124], that based some considerations for this paper. A conclusion is the
need of membranes that can combine some reverse osmosis characteristics (as high
water permeability and low salt permeability) to forward osmosis membranes with
low structural parameter [4].

When a structural parameter of 1000µm is used [4], at a constant membrane cost
for 108.2 g/L salinity, there is a cost increase of only 10% higher for the present work,
although higher values have been found to strongly change energy consumption and
cost [142, 148].

Even though there is no clear correlation between higher membrane burst pres-
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sures and structural parameters, as presented in Figure 3.10, tests for the same
membrane type have shown increasing pressure tends to increase the structural pa-
rameter, specially for opener support spacers [193]. This type of spacers also tends
to increase pressure loss in the channel when the membrane is compacted, as well
as deforming the membrane, as described in Appendix E.

Figure 3.10: Burst pressure and structural parameter for PRO membranes [5–11].

Another concern that should be addressed is the process ability to reach fluxes
as high as 15 L/(m2.h), compatible to RO fluxes. In case they are too constrained,
OARO economic feasibility may be limited. Therefore, satisfactory fluxes should be
pursued by membrane and module design. An important work on assisted reverse
osmosis [142] employed multiple stages instead of operating at higher pressures.
This choice makes better use of energy and provides lower energy consumption
[139]. Differently from the results of this study, this optimization routine used a
fixed feed pressure, limited in 65 - 80 bar and variable water flux, mostly around
1 - 5 LMH. This water flux is mostly limited by the conservative higher structural
parameter used in this analysis.

It is interesting to note that processes in which MVC is included are less sensible
to salinity variations in terms of cost and energy requirements (Figure 3.7 and Figure
3.8). Additionally, OARO configurations are close following MF-RO trends in energy
consumption for salinities up to 70 g/L, despite having higher specific cost due to
higher membrane expenses (80 US$/m2 for OARO and 40 US$/m2 of conventional
RO) and more pieces of equipment.
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For MF-OARO-RO route, CAPEX and OPEX breakdown are presented in Fig-
ure 3.11. According to this figure, pumps and pressure exchangers represent the
second most representative part of CAPEX, after "Others", in which are included
site development, indirect capital costs and utility works, for example (Table 3.3).
This proportion occurs probably because of the higher equipment demand, which is
more elevated for MF-OARO-RO than for MF-RO. Interestingly, membrane repo-
sition plays an important role for OPEX, since it was considered that membrane
reposition would occur in 3 years. An aspect to be better investigated is the pos-
sibility to enhance membrane life for such application, so OPEX breakdown could
change behavior and decrease total cost, changing also the optimal point.

Figure 3.11: CAPEX (A) and OPEX (B) composition for MF-OARO-RO at base
case.
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3.3.3 RTEA

In order to investigate MF-OARO-RO economic feasibility, a retro-techno-economic
analysis was performed with six parameters: membrane characteristics (A, B and
S), membrane cost, energy cost, pump efficiency and interest rate for optimal points.
Results for feed salinity of 90 g/L are presented in Figure 3.12.

Figure 3.12: Specific cost optimal points (US$/m3) for MF-OARO-RO (feed salinity
of 90.0 g/L) as a function of membrane cost and structural parameter.

According to Figure 3.12, membrane cost has the major influence on specific
cost. However, even with same membrane cost for OARO and RO (40 US$/m2),
which is unlikely, specific cost for MF-RO is lower (2.20 US$/m3). In this analysis,
there is no feasible point for MF-OARO-RO to overcome MF-RO at the studied
range. Another point of interest is the structural parameter influence that could
be responsible for a more effective use of driving force. Even with a decrease from
200 µm to 50µm, for a fixed membrane cost of 40 US$/m2, the impact on specific
cost would be less than 0.10 US$/m3. Therefore, although this range was based on
FO/PRO reported values [124], S may be different, specially at higher operating
pressures.

When comparing higher salinities, MF-OARO-RO is competitive to conventional
MF-MVC, as presented in Figure 3.13. It is worth to highlight that all points in
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this RTEA are optimal points. Therefore, the parameter influence can be damped
by optimization variables change (recovery ratio, sweep solution concentration and
volumetric ratio).

Figure 3.13: Specific cost optimal points (US$/m3) for MF-OARO-RO (feed salinity
of 108.2 g/L) as a function of membrane cost and structural parameter. The dashed
line represents the lowest cost for MF-MVC.

In this case, the feasible region contains values of cost is less than 3.01 US$/m3,
which is the lowest possible cost for MF-MVC, (lower error bar in Figure 3.7). In
other words, the process would be cheaper than MF-MVC in conditions where the
membrane cost should be near RO cost and with structural parameter below 120
µm or even a broader range for the average, and not minimum, MF-MVC cost. In
cases in which the complete treatment is weighted, MF-OARO-RO could clearly
outstand where ammonia and other volatiles removal is necessary. Besides, specific
site particularities, like energy cost, could modify the shape and region of the curves.

When a broader range in investigated for A and S, it is possible to note a
combination effect, according to Figure 3.14. Higher structural parameter effect on
cost is potentialized by low water permeabilities, since two mass transport resistances
(membrane active layer and porous support) increase at the same time, directly
affecting water flux, membrane area and cost. This synergic effect corroborates the
need for lowering the resistances and specially, support structural parameter, which
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has the strongest effect in this range.

Figure 3.14: Specific cost optimal points (US$/m3) for MF-OARO-RO (feed salinity
of 108.2 g/L) as a function of water permeability and structural parameter. The
dashed line is the average MF-MVC cost.

Regarding to membrane permeabilities (A and B), specific cost behavior is shown
in Figure 3.15. In spite of having small influences on process cost, values shown in
Figure 3.15 resulted in large variation for optimization variables to accommodate
the changes. Recovery ratio varied from 38.7% to 41.9%, while sweep solution
concentration changed from 73.0 to 110.0 g/L. Volumetric ratio between entrance
sweep solution and feed flowrates ranged from 0.55 to 0.67. It is interesting to
note that sweep solution concentration is the main cost driver for this process, and
although it had the broadest variation range, specific cost varied less than 5 %.
Combining conclusions on structural parameter, MF-OARO-RO cost seems to be
relatively stable for expressive changes in membrane properties.

Even with optimization, energy cost and interest rate affected significantly spe-
cific cost, as shown in Figure 3.16. The impact was specially high for interest rate,
since it affects CAPEX and OPEX relative weight on total cost. Combining effects
of these site-dependent parameters can result in almost 35% variation in process
cost, the highest range observed in this study.

Pump efficiency and energy cost impacts, presented in Figure 3.17, were also
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Figure 3.15: Specific cost optimal points (US$/m3) for MF-OARO-RO (feed salinity
of 108.2 g/L) as a function of membrane water permeability (A) and salt permeabil-
ity (B).

studied. For this specific case, probably due to higher CAPEX proportion caused
by the interest rate of 10 % and small plant size, pump efficiency did not play an
important role and had little influence on specific cost. On the other hand, energy
cost had impact on cost, as expected for desalination technologies [3].

In conclusion, MF-OARO-RO is definitely a process that should be object of
further study and improvement, because it has potential to compete and overcome
conventional technologies performance for high salinity effluents.

3.4 Final Remarks

According to modeling and route optimization, it was verified that:

• MF-RO still represents the cheapest and lowest energy consumption config-
uration in desalination for salinities below 90 g/L and final water quality of
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Figure 3.16: Specific cost optimal points (US$/m3) for MF-OARO-RO (feed salinity
of 108.2 g/L) as a function of energy cost and interest rate.

irrigation, livestocks or industrial water. Above this salinity level, with a pres-
sure constraint of 120 bar, recovery is penalized and cost is increased;

• MF-OARO-RO is an interesting route when MF-RO recovery is too low, since
sweep solution make suitability broader even when OARO membrane cost is
twice RO membrane cost;

• FO-RO is a very expensive process at the studied salinity range, mainly due to
RO pressure constraint. However, when a double membrane pass is desirable
and for lower salinities, it could be a suitable process;

• The structural parameter in 50-200 µm range and at high water permeabilities
did not have an expressive influence for specific cost. However, in the range of
low permeability and high structural parameter (up to 1000 µm), both have a
strong influence in cost.

• OARO membrane permeabilities changes can be damped by optimization vari-
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Figure 3.17: Specific cost optimal points (US$/m3) for MF-OARO-RO (feed salinity
of 108.2 g/L) as a function of energy cost and pump efficiency.

ables, having negligible final impact on cost.

• Site-dependent parameters, as energy cost and interest rate, play important
roles in cost, even with process optimization. Pump efficiency has a small
influence for this case study.

• The rate of cost increase with feed salinity is less expressive for thermal pro-
cesses containing MVC, even though they have prominent energy consumption.

• FO-MVC is an expensive route, but it can be considered when a very strict
quality level is pursued at final users. However, it should also be considered
an eventual pretreatment prior to FO depending on feed characteristics.
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Chapter 4

Effect of salinity on osmosis
membranes properties

This chapter describes a study on the effect of high salinity in membrane materials
commonly used in osmotic processes, in order to verify the common assumption of
constant permeability coefficients (Section 4.1) and possible changes in morpholog-
ical properties (Section 4.2). The first part was submitted as a paper to Journal
of Membrane Science, while the second contains preliminary results on analytical
techniques for CTA. This material was chosen to be studied due to its availability
as an FO membrane and ease to generate thin films for the properties investigation
(Section 4.2), specially when compared to polyamide.

4.1 Membrane transport properties

High salinity streams are generated during many energy-related activities, such as
oil and gas extraction [95, 194, 195], CO2 storage [30, 196, 197], and RO concentrate.
These high salinity brines raise both environmental and economic concerns, as their
disposal and treatment are typically difficult and costly [113, 195, 198–202]. The
high treatment cost occurs mostly due to the use of conventional energy-intensive
thermal processes to desalinate the brines and produce low salinity distillate.

As the cost benchmark for seawater desalination [31, 113, 194, 203], RO is being
constantly studied and modified to reach high feed salinities at minimum expense
and energy consumption. For example, HPRO aims to operate at pressures higher
than 100 bar [34], while the conventional maximum pressure ranges from 65 - 80 bar
[113]. Another development is the addition of a sweep or draw solution to assist the
conventional RO in the permeate stream and lower the osmotic pressure difference
across the membrane, such as OARO [4, 142] osmotically-enhanced dewatering RO
(OED-RO) [141], DSARO [36], and COMRO [2]. Although the assisted processes
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may require an extra RO step, their estimated cost could be competitive with cur-
rent conventional processes [142, 166], as well as significantly lowering their energy
consumption.

These previously reported cost estimations rely on the membrane properties:
water permeability, solute permeability, and structural parameter, which can be
determined through FO and/or RO experiments [124, 157, 158, 204]. However,
the testing conditions (35 – 58.5 g/L) are generally very distant from the expected
operational conditions of salinity (up to 200 g/L) and pressure.

For this reason, more appropriate operating conditions of salinity and pressure
should be used to characterize membranes using RO-based experiments, as was
performed for other nanofiltration and FO membranes [158, 205]. Previous en-
ergy/cost analyses have assumed that the transport parameters are constant values,
though membrane properties may be affected by the environment, especially salinity
[12, 37, 149, 151–154]. The water and salt permeability coefficients for commercial
membranes were correlated to the membranes volumetric water content [15], which
could be affected by the operating conditions. For example, Freger (2004) [12] ver-
ified that nanofiltration polyamide membranes were susceptible to deswelling in a
high salinity environment. These changes leave questions regarding the membrane
behavior and the transport fundamental mechanisms in high salinity environments.
It is critical to accurately determine the transport parameters of membranes to be
used in RO-based processes at their appropriate operating conditions in order to pre-
dict more effectively the performance of these technologies [34, 199] and to separate
the effects of CP and membrane structural changes.

In this study, flat-sheet CTA membranes were tested in a lab-scale experimental
setup for osmotic processes. Tests were operated over a range of conditions between
0-200 g/L sodium chloride and in various operation modes and pressures, includ-
ing RO, FO, OARO and pressure-assisted osmosis (PAO). Transport measurements
from experiments were used to determine the best fit A, B, and S parameters for the
CTA membrane with confidence analysis to determine the uncertainties of the es-
timates. Additionally, pervaporation using the CTA membrane was also performed
to estimate the parameter A in another sorption-diffusion process with less external
resistances. Finally, the impact of these parameters on the technoeconomic feasi-
bility of osmotically driven processes for high salinity brine treatment and how the
design of membranes for RO-based applications can be improved are discussed.
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4.1.1 Materials and Methods

Membrane and materials

The membranes used in the experiments were made of cellulose triacetate (1121821 -
FTSH2O Flat Sheet Membrane, CTA, FO, CF04) and supplied by Fluid Technology
Solutions (FTS, Albany, OR). The samples were stored in sodium bisulfate solutions
at 4◦C. The solutions used as feed, sweep and draw were made daily using deionized
(DI) water and sodium chloride (Fisher Scientific CAS 7647-14-5). Although the
solutions were not buffered, their pH were nearly constant at the value of 6.

Osmotic processes

In order to simultaneously fit the main parameters related to transport [158], experi-
ments of reverse osmosis, pressure-assisted osmosis, forward osmosis and osmotically
assisted reverse osmosis were performed using the setup presented in Figure 4.1.

Figure 4.1: Diagram of an OARO experiment set-up. A high salinity feed solution
is cycled through a pump and series of instruments and flows across a membrane,
allowing water and salt to transverse the membrane. The sweep/draw side circulates
a lower salinity solution along through similar instruments to measure changes in
salt concentration and weight of the sweep/draw side solution.

The membrane cell has an active area of 42 cm2 (Sterlitech, Kent, WA) and
all the experiments were made with the active layer facing the high-pressure side.
Stainless steel wire cloths (McMaster-Carr, Elmhurst, IL) of different mesh grades
were used to support the membrane inside the cell.

A preliminary testing set was made to minimize head loss in the draw/sweep
solution side. Different combinations of wire cloths were used while permeability
and rejection were monitored together with the pressure loss, in order to check for
possible deforming. Commercial RO feed diamond spacers were found to deform the
membrane, as described in Appendix E,. The best configuration, used in subsequent
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experiments, used a stack of five different cloths as demonstrated in Figure 4.2, with
the finer one facing the membrane porous support and reaching less than 0.2 bar of
head loss. Although compatible to lab purposes, this value must be decreased for
industrial applications.

Figure 4.2: Optimal combination of wire cloths for supporting the membrane. The
numbers depicted in each cloth represent their mesh grade.

In the sweep/draw solution cycle, there is a gear pump (Hydra-cell, Warner
Engineering, Minneapolis, MN), pressure gauges to monitor the pressure drop in
the membrane cell, a conductivity probe (Hanna Instruments, Woonsocket, Rhode
Island) and a flowmeter. The tank in this circuit was used to calculate the water
flux, using a balance (Ohaus, Parsippany, NJ).

Similarly, the feed cycle contains a reservoir, pressure gauges, flowmeters, valves
to adjust pressure and flowrate and a high-pressure piston pump (Danfoss, Nordborg,
Denmark). A shell and tube heat exchanger in the sweep cycle and a submerged
heat exchanger in the feed tank were used to maintain the streams at 20◦C.

In RO operation, the system described earlier was modified: one of the exits
of membrane cell was capped and the reservoir with balance was used directly to
collect the permeate. A laboratory conductivity meter was used to monitor the
conductivity inside the tank.

In all experiments, the online instruments such as balances and line conductivity
meters were monitored using a routine in LabVIEW. The data acquisition was set
to 60 seconds.

The tests were performed in three different labs using slightly different pumps,
reservoirs and conductivity meters: WE3 Lab, Carnegie Mellon University; National
Energy Technology Laboratory-DOE NETL; and PAM, at Universidade Federal do
Rio de Janeiro. Despite this, every effort was made to ensure reproducibility, as
the employment of similar piping path and validation of baselines to ensure no
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leaking. For identical experimental conditions, the difference in collected parameters
in different labs was lower than 15%.

The experiments were carried out under different sets of conditions: feed salinity,
draw/sweep salinity or pressure were varied to get different operating conditions.
Each set used a new piece of membrane. An example of these sets is presented in
Figure 4.3. In high pressure experiments, the membrane was pre-compacted until the
water flux was stabilized (lasting at most 3 hours). In FO, there was no significant
effect in the estimated parameters due to pre-compaction prior to testing.

Figure 4.3: Representation of operating conditions inside a set of experiments. In
this example, feed and sweep concentrations were varied by adding concentrated salt
solution to modify the concentrations. Each pair of feed and sweep concentrations
were a new experiment. In some cases, pressure was also varied to obtain new
conditions.

Each different condition was monitored during for at least an hour, enough to
reach stable values. The measured variables were water and salt flux: the first was
calculated using the sweep/draw mass variation in each minute, while salt fluxes were
calculated using sodium chloride mass balance, based on the conductivity measure-
ments. The fluxes used in the parameter fitting correspond to the last 30 minutes
of each condition.

Additional information on flowrates, pressures and ranges applied in the experi-
ments are summarized in Table 4.1.
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Table 4.1: Osmotic processes experimental conditions.

Feed flowrate 75.7 L/h (20 gph)
Feed pressure 0 – 60 bar

Permeate/sweep/draw solution flowrate 37.8 L/h (10 gph)
Permeate/sweep/draw solution pressure < 0.2 bar

Temperature 20◦C
Data acquisition time 1 minute

Condition duration time 1 hour (minimal)

The present work was based on a methodology previously developed to simulta-
neously fit the parameters A, B and S for FO [158], avoiding possible interference
of different driving forces and/or membrane compaction effects. This method uses
measured water and salt fluxes, as well as concentrations, pressures and temper-
atures to estimate the parameters using the least squares method. A routine in
EMSO software (Environment for Modelling, Simulation and Optimization) [175]
was used to fit these values using the optimization solver “COMPLEX”, based on
the flexible polyhedron method [206]. The accepted absolute and relative errors in
the routine were 1× 10−10.

For the osmotic processes, the water flux JW was calculated using the water
permeability coefficient A and the hydraulic and osmotic pressure differences (∆P
and ∆π) at the membrane interface, according to Eq. 4.1. Likewise, the salt flux jS

uses the solute permeability coefficient B and the sodium chloride concentrations at
the same interface, as described by Eq. 4.2. The osmotic pressures are calculated
using Pitzer expressions [207]. In Eq. 4.1, Pf and Ps are the hydraulic pressure at
feed and sweep/draw solutions sides and πm,f and πm,s are the osmotic pressures at
the membrane feed and sweep/draw solution interface, respectively.

JW = A(∆P −∆π) = A[(Pf − Ps)− (πm,f − πm,s)] (4.1)

jS = B∆c = B(cm,f − cm,s) (4.2)

The feed and sweep/draw solution concentrations at the membrane interface, cm,f

and cm,s, are calculated using Eqs. 4.3 – 4.4 and bulk feed and sweep concentrations
cb,f and cb,s, respectively. The equations account for the concentration polarization
on feed surface using the mass transfer coefficient kf and in the membrane porous
support using the structural parameter S. The sodium chloride diffusivity Df was
fixed as 1.5× 10−9m/s2 [186].

cm,f = cb,fexp

(
JW

kf

)
− jS

JW

[
exp

(
JW

kf

)
− 1

]
(4.3)
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cm,s = cb,sexp
(
JWS

D

)
+ jS

JW

[
1− exp

(
−JWS

Df

)]
(4.4)

It should be noted that the structural parameter S described in Eq. 4.4 accounts
for all mass transfer resistances in the sweep/draw solution side, including eventual
external concentration polarization. The detailed modelling has been previously
described in literature [142].

The feed mass transfer coefficient kf was estimated theoretically using the lam-
inar flow expression below, Eq. 4.5 [208]. It was estimated to be 2 × 10−5 m/s
and varies by less than 10% between low and high salinity conditions, at the same
flowrates, and was kept constant, which is subject of further discussion.

kfdh

Df

= 1.85
(
ReSc

dh

L

)0.33

(4.5)

This expression uses the hydraulic diameter dh, the salt diffusivity Df , as well
as Reynolds (Re) and Schimdt (Sc) dimensionless numbers and the channel length
L.

A summary of the tested membrane processes, their measured variables and
the fitted parameters are presented in Table 4.2. The low magnitude of salt flux
and the limited precision of conductivity monitoring used to estimate bulk salinities
prevented the calculation of B for all sets of experiments. Instead, for experiments
in which it was not possible to calculate B, this value was kept constant at the
average value measured in RO for pressurized systems fitting and the FO average
for high salinity FO. The validity of this assumption is discussed further in this
analysis.

Table 4.2: Processes and fitted parameters.

Process Measured variables Fitted parameters Constant parameters
RO JW , jS A and B kf

PAO JW A and S kf and B
OARO JW A and S kf and B
FO JW , jS A, B and S kf

The number of different conditions on sets varied, but a minimum degree of
freedom (DF ) of 2 was maintained in order to get a good estimation. The calculation
of DF is presented in Eq. 4.6 and uses the number of different conditions, Nexp,
number of measured variables, Nvar, (water and salt fluxes, where applicable) and
number of fitted parameters Npar [209]. When it was not possible to get the salt
fluxes, B was not estimated, but kept constant as mentioned earlier.

DF = NexpNvar −Npar (4.6)
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The parameter fitting considered a minimum R2 of 0.90 for both water and salt
fluxes and a minimum parameter significance of 80%, calculated in EMSO using
t-Student test.

Pervaporation experiments

In order to exclude the mass transfer resistance from the flux measurements and
water permeability coefficient calculation, pervaporation tests were performed with
the same membrane used in osmotic processes. The most accepted theory for per-
vaporation is also sorption-diffusion [100], so it should be susceptible to the same
hypothetical effects observed in osmotic processes. Additionally, pervaporation al-
lows measurements at both very low hydraulic pressure difference /compaction and
low salinity, which is not possible in FO. Another feature is the magnitude of the
water fluxes, near 1 L/(h × m2) (LMH), which makes the overall contribution of
resistance from S insignificant, which will be discussed in the next section. The sys-
tem used in pervaporation data acquisition is presented in Figure 4.4. The vacuum
pressure applied was 2 mmHg and the feed temperature, 21◦C. The feed solution
was recirculated at a flowrate of 75 L/h.

Figure 4.4: Schematic of pervaporation setup. The feed solution is circulated with-
out detectable hydraulic pressure through a pervaporation cell. In the permeate
side, water vapor flows and it is collected in a liquid nitrogen trap.

In this setup, there was a stainless-steel custom-made cell with an active area
of 5.7 cm2. The membrane was supported with porous stainless steel. In this loop,
there was also a reservoir and a recirculation pump (Flojet – Xylem, Rye Brook, NY).
In the vacuum side, there was a pressure gauge (Fieldpiece Instruments, Orange,
CA) and a vacuum pump (Edwards, Burgess Hill, England). The pervaporation
setup used an analytical balance (Shimadzu, Kyoto, Japan) to weight the permeate
collected in the liquid nitrogen trap. Temperature and absolute pressure were mon-
itored in the solution reservoir and in the vacuum line, respectively. The duration
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of each experiment was 2.5h: the first 0.5h was used to stabilize the system, and a
trap was collected and weighted each subsequent hour to calculate water flux. To
avoid membrane dehydration due to lack of solution in the porous side [208], the
experiments were run with the active layer facing the vacuum side.

The system was controlled for membrane dehydration and scaling effects on CTA
membrane by monitoring membrane opacity and performing experiments on both
increasingly and decreasingly saline conditions. No visual changes were observed in
the CTA membrane, such as opacity, that would indicate membrane dehydration.
Additionally, there was no significant change in water flux due to increasing or
decreasing salinity feed for a single membrane, suggesting there was no sodium
chloride precipication and active area blockage.

The water permeability coefficient (A) was calculated using water flux JW , water
activity at the solution salt concentration aw, the vapor pressure at the liquid tem-
perature Pw

sat,l and the pressure in the vapor line, Pw
sat,v, according to Eq. 4.7. Note

that this pressure is equal to the water vapor pressure, since the system does not
contain any other vapor, gas and sodium chloride is not volatile. A Pitzer correlation
was used to calculated water activity [210, 211].

JW = A(awP
w
sat,f − Pw

sat,v) (4.7)

In this case, salt flux has no impact on water permeability since pervaporation
is a vapor pressure driven process.

In contrast to the osmotic processes estimation, this fitting was performed with
only one flux at a given concentration, but the experiments were performed at least
in duplicates.

4.1.2 Results and Discussion

Osmotic processes estimation

In Figure 4.5, the estimated water permeability coefficient (A) for each set of exper-
iments is presented as function of the average membrane concentration between the
calculated feed (cm,f ) and sweep/draw (cm,s) concentrations facing the membrane.
These values were calculated using the bulk concentrations, mass transfer coefficient
and structural parameter, according to Eq. 4.3 and Eq. 4.4, respectively. The pro-
cedure to calculate the standard deviation for the non-linear parameter estimation
is described in Appendix B.

At very high salinities, the instrument sensitivity was inadequate for calculating
FO parameters. This happened because this precision was dependent on the differ-
ences in water and salt fluxes for different salinities. But at high concentrations,
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Figure 4.5: CTA Water permeability as a function of the average membrane con-
centration. The error bars are the 95% trust region limits keeping other parameters
at their optimal value (Appendix B). Sets of experiments run at more than one
pressure are plotted at the highest value.

even a difference of 20 g/L in draw solution would give a very small increase in FO
water flux. As this increase was comparable or lower than the experimental error
(around 0.15 LMH) and the magnitude of the water permeability was low, it was
not possible to have enough parameter accuracy. This difficulty was also present in
assisted processes parameter estimation, though to a lesser degre. This is the main
reason why their error bars are substantial. Besides, another source of errors is the
small cell active area.

Despite these errors, it is possible to note a decreasing trend in the water per-
meability with respect to an increase in the average concentration for all pressures
tested. Non-pressurized experiments (FO) have even lower water permeability co-
efficients, although some of them are not statistically different from the pressurized
systems. This effect might occur because higher pressures would favor the membrane
compaction, and it could be less prone to deswelling. This decreasing permeability
with increasing pressure was reported using polyamide membranes [138].

Regarding the uncertainties related to a possible underestimation on the mass
transfer coefficient, it is worth mentioning that despite the laminar flow, there are
turbulence entrance effects in the experimental module that would enhance the
mass transfer when compared to theoretical values. Therefore, it is more likely for
the mass transfer coefficient to be underestimated than overestimated. Also, as
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the measured water fluxes are not high (mostly < 10 LMH), the influence of mass
transfer in the exponential term is dampened, as described in Eq. 4.3. Thus, for very
high salinities, the mass transfer coefficient would have to be severely underestimated
if the water permeability coefficient was constant.

Although the salt fluxes were very low and difficult to measure, the B-values
measured for RO processes and FO processes seem to follow a decreasing trend, but
with a more drastic relative change than the water permeability coefficients. The
described behavior is observed in Figure 4.6. The coefficient B was not calculated for
all experiments due to very low salt fluxes and the lack of precision in conductivity
measurements to detect changes during the experiments.

Figure 4.6: CTA Salt permeability coefficient as a function of average membrane
concentration. The error bars are the 95% trust region limits keeping other param-
eters at their optimal value (Appendix B). Sets of experiments run at more than
one pressure are plotted at the highest value.

To ensure the membranes were not deforming in high pressure, which would be a
possible explanation for the trend observed in Figure 4.6, FO tests were performed
with a few of the membrane samples tested at 40 bar. The salt fluxes for the
compacted membrane were very similar to the ones obtained in experiments without
previous pressurization, at similar salinity. However, due to the low number of points
and R2 = 0.87 for two of the FO points, the interpretation about salt permeability
trend of decrease is suggested, but not stated.

It is sensible that the salt permeability coefficient has a sharper decrease because

70



sodium chloride has lower affinity with cellulose triacetate, as its transport resistance
is higher than that of water. For an uncharged hydrogel, a decrease of 16% on salt
permeability was reported when the feed salinity was increased from 0.01M to 1M
[212]. The authors associated this effect to a reduction in the polymer water uptake,
which is strongly related to both water and salt permeability for osmosis membranes
[15]. In spite of that, Londsdale et al. [213] detected no changes in experimental
salt sorption and diffusion coefficients for cellulose acetate in increasing salinity.

It is notable the A and B results trend seems to be exponential, as reported
for salt permeability fit for an uncharged polymer [212]. A logarithmic behavior
with salinity was assumed to explain flux decline as a concentration polarization
effect only [126], but the observed decrease could be a combined effect of both CP
and osmotic deswelling, since both appear to have logarithm/exponential behaviors
[153].

An important point of interest to better understand the effects involved is the
selectivity A/B. The selectivity tends to vary since A and B decay with salinity at
different rates. However, at high salinities, A/B converges to a constant value, in
this case, 4 bar−1.

The reduction in both permeabilities suggests that the membrane could be facing
an osmotic deswelling due to a high salinity environment. The feed and draw/sweep
conditions could be reversibly dehydrating the membrane, and the water permeabil-
ity would decrease due to a reduction in water content. The transport properties
have been strongly associated with water uptake in commercial reverse osmosis
membranes [12, 15].

Regarding its structure, cellulose triacetate membranes are generally made by
phase inversion, with a dense skin and a porous support. In this case, it may
be possible that the dense skin, or even an intermediate layer more susceptible to
deswelling due to lower rigidity [12], is increasing its resistance and contributing to
the overall permeability decrease. This is object of future work.

Although some RO membranes were found to not be susceptible to volumetric
changes when exposed to saline water in comparison to DI-wet state, probably due
to the high degree of crosslink [12], this does not necessarily mean that the water
uptake is not changing, since solvent uptake has been reported as a faster process
than volumetric swelling [214, 215].

Additionally, the structural parameter S, related to the porous support and mass
transfer effects on sweep side, was also estimated using the experimental data and
is presented in Figure 4.7.

Even though the estimated S values for a similar FTS CTA membrane in FO
mode were low [216], there was an increase when the system was pressurized. It is
likely that this occurred due to the compaction of the porous support in pressurized
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Figure 4.7: Calculated structural parameter for different sets of experiments. The
error bars are the 95% trust region limits keeping other parameters at their optimal
value (Appendix B). Sets of experiments run at more than one pressure are plotted
at the highest value.

processes as PAO and OARO. Even though the thickness (δ) decrease would also
decrease the structural parameter according to Eq. 4.8, the effects on porosity (ε)
decrease and tortuosity (τ) increase are probably predominant. As this layer is
usually in ultrafiltration porosity range, it would be also more prone to deformation
caused by pressure.

Differently from [193], there was no clear tendency for the increase in S due to
increasing pressure. A hypothesis to explain this behavior is the use of very finer
spacers facing the porous support instead of coarser ones, since the use of finer
spacers can change the pressure dependency [193].

S = δτ

ε
(4.8)

In the present case, S account not only for the membrane structural support,
but also for external CP in the sweep/draw solution side. However, as the flowrate
is fixed and the external supports did not deform substantially, it is not expected
that the mass transfer resistance in this side varies.

It is important to note that the structural parameter was dependent on the
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applied pressure. Therefore, although FO processes are generally the benchmark for
the structural parameter in assisted processes such as OARO [141], they might not
represent it accurately.

As the estimation for A and S was performed mostly from the same variable, the
water flux, there is a strong correlation between these two parameters, presented
in Figure 4.9. The calculated confidence regions show the non-linear behavior of
the system in the studied range and the optimum point (least squares) for these
parameters.

Figure 4.8: Water permeability and structural parameter trust region at 68.3% and
95% for PAO experiments. The asterisk represents the optimal solution for each set.

The trust regions intersections tend to be small at 68.3% (1 standard deviation),
but significant at 95% ( 2 standard deviations). The higher the salinity difference
between conditions, the further the trust regions are. As presented in Figure 4.7,
for experiments at 60 bar, the S values were calculated to be in the same range.
From the process point of view, it would make sense to have constant S values,
since the pressure and flowrate are the same (mass transfer coefficient in the porous
side would be similar). Thus, if we analyze the regions in Figure 4.8 at constant
structural parameters, the water permeability would be significantly different at dif-
ferent concentrations, specially between the low salinity experiment and the medium
/high salinity conditions. It makes sense for the medium and high salinity have a
broader intersection, since the water permeability decreases at a lower rate with salt
concentration, according to Figure 4.5.
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In order to capture other possible explanations for the loss of performance in
high salinity processes, as underestimations, a sensitivity analysis was performed
for a PAO process. As B was maintained constant at RO-measured values, this
parameter was varied to investigate if its value would change drastically A and S

results. The values obtained are presented in Figure 4.9.
According to this figure, if B was significantly higher than the base case (a possi-

ble defect or bursting, for example), the water permeability would increase slightly,
but not sufficiently to be compared to pure water values. Thus, an operational prob-
lem would not be enough to justify the decreasing trend at high salinities. A small
increase also occurs for the structural parameter S. This behavior reinforces that S
in pressurized systems is not equivalent to the value measured in low pressures, as
in FO processes. Additionally, the feed mass transfer coefficient, set as a constant
value in the previous calculations, was varied over a wider range to assess its impact
on the same set of experiments studied in Figure 4.9 (b). In this case, kf would
have a weaker influence on the calculated A, but a stronger influence on calculated
S. However, neither an underestimation nor an overestimation for the mass transfer
coefficient would explain such behaviors and distinct parameters in low and high
salinity experiments.

Pervaporation

In order to corroborate the previous results in a process with the same transport
model, at virtually no pressure and lower interference from mass transfer resistances,
pervaporation was used to calculate the water permeability coefficient.

The calculated water permeability also decreased with increasing salinity, as pre-
sented in Figure 4.10, even accounting for the water activity effect on the water vapor
pressure in the liquid side (Eq. 4.7). It is also worth to mention that the hypothesis
of negligible mass transfer in low fluxes was reasonable: In one example, when using
exponential corrections similar to Eqs. 4.3 and 4.4, the feed concentration at the
membrane is effectively the same as the bulk solution: 154 g/L instead of 150 g/L
assuming S = 400 microns. Under these conditions, the water activity is virtually
the same for both concentrations.

The values in the x-axis in Figure 4.10 are the average of the feed and permeate
(assumed to be zero) bulk concentrations. A similar decreasing trend was also
observed in pervaporation, supporting the results from the previous section in a
process with a similar transport model.

To investigate the reversibility of water permeability decrease, a single of mem-
brane was tested in high salinity after testing in DI water, and vice-versa. Exper-
iments at similar salinities had similar fluxes independent on the order they were
run, suggesting the effects are reversible.
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Figure 4.9: Water permeability and structural parameter as function of parameter
B (a) and feed mass transfer coefficient (b). The dashed line represents the fixed
value used in previous RO calculations.
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Figure 4.10: Pervaporation water permeability with feed bulk concentration. The
error bars are the standard deviation for the measurements performed.

Another important point to note is that these results are also independent on
salt permeation during pervaporation, since one side is corrected using water activity
and the vacuum line has a measurement of the actual water vapor pressure used in
Eq. 4.7.

The order of magnitude for A is not the same as the one from the previous section
because the driving force, in this case, is vapor pressure, which affects differently
the water chemical potential than hydraulic pressure.

It is interesting to mention temperature polarization did not play a role in this
case due, mainly, to the low fluxes. The pure water and highest salinity cases
were tested for temperature polarization, but the membrane temperature would
be only 0.3◦C below the bulk temperature at the conditions tested, which allows
to assume this effect was negligible. Even if a very low heat transfer coefficient
was found, as the permeate fluxes are much higher for the pure water case, the
strongest effect in polarization would make the permeability calculated in this case
to be more underestimated than in the brine case. In other words, the curve in
Figure 4.10 would have a stronger decay with salinity if temperature polarization
was considered.

When the water permeability is normalized by the pure water value (A0) mea-
sured at similar conditions, the trend is similar to the one obtained via osmotic
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processes, as shown in Figure 4.11.

Figure 4.11: Normalized water permeability coefficient for osmotic processes and
pervaporation processes.

As concentration polarization did not play an important role in the pervaporation
test and the trend was very similar in both cases, it is unlikely that an underestima-
tion in the mass transfer coefficient kf or S had occurred. Again, the decrease in the
fitted water permeability discussed in the previous section would not be sufficiently
justified by uncertainties related to CP. Therefore, the data suggest the actual water
permeability of the CTA membrane is changing, likely due to deswelling.

Impacts on osmotic processes

The observation that permeability changes in high salinity raises questions regard-
ing the possible mechanisms involved. Although there are papers that reported
deswelling and loss of permeabilities [12, 212], these studies were focused on nanofil-
tration membranes and hydrogels, respectively. While the former case involves a
less rigid membrane, the latter is an extreme of high swelling. Freger [12] did not
detect a significant change in high salinity for reverse osmosis polyamide membranes
using AFM, which was attributed to the high rigidity of these membranes. Geise
et al. [212] reported a decrease in the salt permeability coefficient for uncharged
polymers, but an increase for charged hydrogels.
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Conversely, there is a report of increasing permeability in high salinities for
polyamide PRO membranes [156]. The authors linked the observed effects to pos-
sible charge screening effects and the decrease in the hydrated radius of ions in
high salinity, which would increase the diffusivity through the polymer. However,
as the reported pure water permeabilities for polyamide were increasing strongly in
higher pressures, the membrane could be also susceptible to mechanical effects, as
stretching/bursting, offsetting the results.

Also, it was reported that CTA membranes zeta potential in the pH range used
in this work was slightly negative [147, 212, 216, 217] and similar to commercial
polyamide reported values [147, 212, 216], although the permeabilities reported here
did not follow the same pattern, nor the trend expected for charged polymers [212].
One possible explanation for this CTA behavior is its lack of ionizable groups [147],
so it would behave more similarly to uncharged polymer. However, it should be
mentioned that charged polymers with high ion capacity exchange were reported to
have nearly neutral zeta potential at a wide range of pH [218]. Thus, zeta potential
might not be representative of the bulk charge of the polymer, since it is an indi-
rect measurement, nor the main reason for its permeabilities to change. A second
point is that CTA membranes are substantially thicker than polyamide membranes.
Therefore, while the latter may be more influenced by surface effects and charge due
to ionizable groups, the former could be more prone to polymer bulk effects. Future
research should focus on understanding these mechanisms and their relationship
with membrane transport performance.

Another important takeaway is that the common employed assumptions on con-
stant permeabilities could be invalid for high salinity and high pressure membrane
processes. Thus, the range of testing conditions is crucial to faithfully represent real
or expected operations and to allow an accurate techno-economic analysis.

4.2 Membrane physicochemical and structural
properties

Face to the decrease of water and salt permeability detected in the earlier sec-
tion, analytical techniques were investigated to verify the hypothesis of membrane
deswelling. Due to sorption-diffusion mechanism be the most accepted for osmosis-
based processes [100, 219], both bulk properties (mostly related to diffusion) and
surface properties (mostly related to sorption) were investigated.

Structural investigation of RO membranes may use various techniques which
may be correlated to physical entities, such as free volume for positron annihilation
lifetime spectroscopy (PALS) [13, 219] or a characteristic dimension for small an-
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gle neutron scattering (SANS) [220, 221]. Besides, thickness can be measured by
techniques as atomic force microscopy (AFM) [12, 15, 37], in dry and liquid mode,
and related to volumetric changes. AFM is also used for topographical imaging of
membranes [37].

Surface affinity with water or saline solution can be investigated using contact an-
gle [37]. Another important surface analytical method is Fourier transform infrared
spectroscopy (FTIR). It can identify functional groups through specific vibrational
signatures [221] and, thereby, detect relative water content in membranes [222, 223]
or even thickness by membrane stacking [15].

Physicochemical properties as moisture content can also be quantified using ther-
mogravimetric analysis (TGA) [223]. Another emerging technique for measuring
moisture, swelling in liquid state, as well as fouling propensity is quartz crystal
microbalance with dissipation (QCM-d) [224–227].

Due to equipment availability and suitability for liquid measurements, the tech-
niques chosen for further studies were contact angle and QCM-d. Additionally, if
there is deswelling which would cause a decrease in water permeability of roughly
50 %, it is estimated a volumetric water decrease of only 1-2 % according to Figure
4.12. Thus, techniques with high sensitivity are required.

4.2.1 Contact angle

The contact angle developed from a drop of water on a solid surface can be used as
measurement of wetting or hydrophilicity [221]. For commercial polyamide mem-
branes, it was reported the contact angle increased when the solution salinity in-
creased from 10 mg/L to 35 g/L, suggesting the membrane wetting decreased [37].

Methodology

The captive bubble method was chosen to guarantee the commercial CTA membrane
(FTS CTA, mentioned in the earlier section) would be hydrated during the whole
analysis. Samples were stored overnight in ultrapure water and in a sodium chloride
solution almost at saturation point (350 g/L). The solutions pH varied between 6
- 6.5. The wet membranes were quickly transferred to a custom-made cell, where
they were fixed with tape in a way the selective layer would face the solution. A
Rame-Hart goniometer was used.

Air was slowly released until a stable bubble was formed at the membrane surface.
It is worth mentioning commercial polyamide membranes (SW30 - Dow) were also
tested, but did not hold stable air bubbles, compromising their measurement. This
happened probably because of the high interaction of water to this membrane [37],
compatible to its extremely high water permeability [15].
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Figure 4.12: Intrinsic water (a) and salt permeabilities (b) as functions of volumetric
water content [12–14]. ESPA1 and SWC4+ are commercial Hydranautics RO TFC
membranes, while Dow is the manufacturer of BW30 and XLE. d corresponds to
thickness. These figures were adapted from Drazevic et al [15], Copyright Elsevier
(2013).
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To ensure reprodutibility, for each of three different pieces of membrane used,
three different spots were measured.

Results and discussion

The results are presented in Figures 4.13 and 4.14. There was no statistically sig-
nificant increase in the contact angle for the salt solution, when compared to the DI
water condition. One of the reasons for reported polyamide to increase its contact
angle in saline solution is the higher influence of charge [37], which is more pro-
nounced for polyamide than for CTA due to the presence of ionizable groups [145],
although their zeta potential is similar in the studied pH range [147].

The insignificant effect of salt concentration on contact angle suggests CTA se-
lective layer wetting is similar for low and high salinities.

Figure 4.13: FTS CTA captive bubble contact angle in deionized water and in
sodium chloride saturation point.

4.2.2 Quartz Crystal Microbalance with dissipation

The technique of QCM-d allows measurements of mass and viscoelastic/structural
properties by the changes in the natural oscillating frequencies and the damping of
oscillation (dissipation) of a sensor when voltage is applied [228, 229].

It can be used as a microbalance due to the relation of frequency shift with mass
change in thin films [229]. In case of homogeneous, rigid films at low dissipation
and no deviations in normalized frequency, a linear relation of frequency shift and
mass can be applied [229, 230]. The frequency is normalized with its resonance or
overtone number, which is defined as each odd harmonic resultant from the shear
vibration of the crystal [229]. When the film is soft, the mass quantification follows
other models [229]. Liquid solutions viscosity can also be calculated from QCM-d
data [229].
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Figure 4.14: FTS CTA contact angle in deionized water and in sodium chloride
saturation point.

In general, when the objective is to measure moisture content, polymer films are
analyzed with air at different humidities, as sometimes with liquid water [224, 225,
227]. In case of fouling studies, a buffer with and without specific foulants is feed
to the equipment, so the frequency and dissipation detected changes are associated
purely to the presence of fouling agents [231, 232]. In case of saline solutions which
may cause swelling/deswelling, frequency changes may be associated to mass uptake
for CTA thin film.

Methodology

The preliminary experiments were performed using 5 MHz quartz sensors with gold
electrodes and QSense E4 analyzer (Biolin Scientific). CTA with 43-44% acetyl con-
tent (Fisher-Scientific) was spin-coated on the sensors from 0.2-0.5%(m/v) solutions
in extrapure 2,2,2-trifluorethanol (TFE; Fisher-Scientific). Before use, the crystals
were cleaned three times sequentially with ultrapure water and ethanol and dried
with nitrogen. After this, a spin-coater (Spin 150) program was used at 5000 rpm
for 2 minutes only with solvent as an additional cleaning step. Using this same
program, 3 µL of solution were dropped at once in the first 30 seconds of spinning.
The films were dried overnight and tested for dissolution in water.

Before QCM-d analysis, films were spin in silica wafers and tested in AFM to
check for their general aspect, homogeinety and approximate thickness made of 0.2%
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CTA solution. A Nanoscope Dimension 3100 AFM in tapping mode was used for
two distinct measurements: one for topology and one for thickness, in which a small
scratch was made to roughly measure the depth to the silica surface. The data was
interpreted using the software Gwyddion.

For QCM-d, the first QCM-d used three representative salinity concentrations:
0, 50 and 200 g/L and four crystals: two coated with the thin films and two control
for bulk conditions control, fed in parallel configuration. The uncoated crystals are
important to check for frequency changes caused by bulk solutions. In this firt run,
a CTA solution of 0.2% was used to spin the films. The QCM-d system had its
temperature controlled for 25oC.

Next, to compare frequency shift caused only by osmotic pressure difference,
solutions of sodium chloride and sodium sulfate were investigated sequentially. As
dissipation and frequency change may happen solely because of bulk solutions prop-
erties as density and viscosity [233], solutions of NaCl and Na2SO4 at equivalent
√
ρµ , but different osmotic pressures were used, according to Table 4.3. Besides,

to increase the film response over the bulk response, thicker films (around 100 nm
thickness, measured in AFM) were obtained using a 0.5% CTA solution. In this
case, coated and non coated crystals were also applied.

In Table 4.3, each condition of fixed√ρµ is reached for a calculated concentration
of sodium chloride and sodium sulfate solutions, at different osmotic pressures.

Table 4.3: QCM-d experimental conditions at fixed √ρµ. The calculations used
data from [19, 20].

Condition 1 2 3 4
√
ρµ 0.949 0.962 0.998 1.058

NaCl (g/L) 10 20 50 100
πNaCl (bar) 8.5 16.9 42.4 84.7

Na2SO4 (g/L) 4.7 10.7 28.9 59.2
πNa2SO4 (bar) 2.5 5.6 15.1 31.0

Results and discussion

The AFM results, presented in Figures 4.15 and 4.16 reveal the films are thin,
with approximate thickness of 25 nm and homogeneous and are suitable for QCM-d
analysis. The average roughness is 189 pm, lower than reported polyamide values
[37]. The low roughness of CTA supports its suitability for QCM-d analyses. It is
also interesting to note there are nanopores, previously reported for CA membranes
[234].

The results of the first QCM-d run are presented in Figure 4.17. The coated
crystals behaved differently compared to the non-coated ones, suggesting the CTA
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Figure 4.15: 3D view of CTA films made of 0.2% solution. (a) Thickness approximate
measurement (b) General profile for the film depicted in Figure 4.16.

films changed properties when in contact with saline solutions. The frequency shift
for control sensors happened due to changes in bulk solution properties (density and
viscosity). If the control crystals are stablished as a baseline for solution effects, it
is possible to see there is an increase of frequency shift of CTA-crystals for 50 g/L
and 200 g/L conditions, when compared to their respective baseline. A decrease in
frequency shift generally means film adsorption or absorption [225]. Therefore, an
increase in the frequency shift could mean the film is deswelling and losing water
mass.

However, as the changes caused by solution bulk properties (as density and
viscosity) are high and the normalized frequency shifts for all overtones are not
equivalent, it was not possible to obtain the hypothetical mass difference for each
condition.

It was possible to amplify the normalized frequency shift for 50 g/L solution
from the first (Figure 4.17) to the second run (condition 3 for NaCl in Figure 4.18)
due to the increase of thickness. Besides, equivalent conditions of sodium chloride
and sodium sulfate reached the same bulk effects, noted for the control frequency
shifts. In this run, two control and one CTA-coated crystal were analyzed. The
other CTA crystal presented an erratic behavior, likely related to its sensor, and
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Figure 4.16: CTA film topology for a film made of 0.2% solution. The section is 5
x 5 µm2.

was disconsidered.
At similar bulk effects, the higher the osmotic pressure, the greater the frequency

shifts, supporting the hypothesis of deswelling. This behavior occurred more clearly
for the highest concentration of each salt, that correspond to the highest osmotic
pressure difference. However, the low salinities conditions are not replicated in
sequential runs, suggesting there may be instabilities of the film (also evidenced
by the final CTA shift) caused by successive changes of salinities or even for the
solutions, caused by evaporation due to the long duration of experiment. It makes
sense for the thicker films to detach more easily from the sensor, since they have
more mass and may be more susceptible to stress caused by high ionic strength. In
this run, the areal mass calculation was also not possible.

Thus, although there are signs the CTA films deswell when in contact with
saline water, further studies in QCM-d and other techniques are needed to better
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Figure 4.17: Normalized frequency shift (7th overtone) for the first run. The analysis
was made with DI water, 50 g/L and 200 g/L sodium chloride solution.

Figure 4.18: Normalized frequency shift (7th overtone) for the second run. The
QCM-d analysis was performed with DI water, sodium chloride and sodium sulfate
sequentially. Each number accounts for a condition, according to Table 4.3.
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capture and quantify these effects. QCM-d is a very precise technique, but its
application may demand intermediate investigations as delamination salinity and
thickness thresholds, which may be material-dependent, and models to quantify
areal mass for this case.

X-ray diffraction (XRD) was also tested aiming to associated peak angle shift
to change in the polymer structure, but the results were not conclusive, even when
correlating a dry and a DI-wet membrane samples, with known water content. This
analysis is described in Appendix F.

4.3 Final remarks

The water permeability coefficient, as well as the salt permeability coefficient and the
structural parameter were estimated for a commercial CTA membrane in variable
pressure and salinity in three different labs. This work is the first to simultaneously
evaluate these parameters in high salinity and pressure conditions. The results
suggest CTA water permeability and salt permeability are decreasing with increasing
salinity, even when concentration polarization is accounted for. Although pressure
seems to have a small influence on the permeabilities, it changes significantly the
structural parameter, likely due to compaction with effects on porosity decrease and
tortuosity increase. Under- or overestimations of the salt permeability and mass
transfer coefficient in the ranges studied cannot justify the estimated differences in
water permeability.

Pervaporation tests also support the trend observed in osmotic processes under
conditions in a process where concentration polarization and salt permeation have
an insignificant influence. The behavior appears to be exponential, reaching a limit
value after a given average salinity. The polymer is apparently behaving as an
uncharged polymer which experiences an osmotic deswelling, although it possesses
a small negative zeta potential. More work is necessary to completely understand
and correlate the water uptake to the water permeability under variable salinity.
The magnitude of the changes observed in this study highlights the importance of
testing conditions on the membrane parameters estimation, as they are essential to
a reliable techno-economical assessment.

QCM-d tests suggest CTA films deswell when exposed to high salinity solutions,
supporting the hypothesis arised in osmotic and pervaporation experiments. How-
ever, further studies are required to properly quantify this effect over a range of
concentrations and salts.
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Chapter 5

Conclusions and future work

5.1 Conclusions

This work aimed to study novel RO-based technologies in cost-effective desalination
of brines. It was verified through cost optimization that assisted reverse osmosis,
even at high membrane cost, is cost and energy competitive, when compared to
conventional processes as MVC. Besides, if the RO maximum pressure was set at
lower values, the range of applicability of assisted processes would increase.

In the optimization, high structural parameters have influence on energy con-
sumption and final cost, since the bulk driving force is used less effectively. Depeding
on the S and A range and on the operating conditions, process variables as sweep
concentration, flowrate and recovery may be used to damp the deleterious effect of
increased support concentration polarization. Osmotically assisted reverse osmosis
was found to be competitive to the conventional MVC process for wide range of
membrane and economic parameters.

An experimental analysis was used to simultaneously determine the membrane
parameters for different salinity and pressure conditions. Even considering param-
eter correlation, CP, uncertainties in mass transfer and different sorption-diffusion
processes, there is a decrease of water and salt permeabilities with increasing average
salinity. This decrease seems to follow a single trend regardless of the operating pres-
sure, even considering concentration polarization, and was attributed to membrane
deswelling caused by high ionic strength. Extreme pressures may turn processes as
HPRO less prone to deswelling, since the membrane is more compacted.

Representative testing conditions should be seek when comparing membranes
and processes in high salinity applications, since they have a strong influence on
the final parameters. Moreover, simultaneous parameter estimation should be pri-
oritized and sensitivity analysis should be applied to guarantee the parameter cor-
relations are insignificant, specially for the pair water permeability and structural
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parameter.
The RO-based process average working salinity is likely to be higher than 50 g/L,

which seems to be the limiting salinity for the permeabilities decrease. Thus, for
CTA membrane, the hypothesis of constant water and salt permeability in cost and
energy optimization may be valid if considering the values measured at high salinity.
When working in intermediate regions, the salinity effect in decreasing parameters
must be considered.

Preliminary QCM-d results suggest CTA films may be facing a deswelling pro-
cess, although detailed studies are needed to completely understand and correlate
deswelling and permeabilities decrease. Additionally, the fact of the contact angle
did not change under extreme salinity points to a predominance of diffusion effects
over the sorption effects for CTA.

5.2 Suggestions for future work

With the objective of expanding the analyses discussed here, the following subjects
are suggested for future studies:

• Cost comparison of desalination technologies at higher feed flowrates and more
detailed salt composition.

• Expanding the transport properties analysis in high salinity for polyamide
membranes and higher pressures.

• Study of the effect of different salts in the solution in the hypothetical
deswelling and in scaling issues at high concentrations, as well as lab and
pilot testing for the real produced or formation water.

• Investigation on a possible benefit of using higher temperatures in assisted
processes, in order to increase the water permeability.

• Measurement and optimization of the head loss in the sweep side for industrial
applications.

• Employment of analytical techniques as QCM-d to measure the water content
and associate with transport properties under variable salinity.

• Development of membranes tailored for high salinity applications.
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Appendix A

Supplementary equations and
expressions

A.1 Microfiltration (MF)

Ceramic microfiltration, which was found cheaper than conventional solutions [169],
was employed as a pretreatment step in some routes. As it is not the main point
of analysis, an empirical flux equation was used [235]. Besides, it was considered a
complete rejection of oil and grease.

Mass balance is presented in Eq. A.1 and Eq. A.2. In this equations, ṁin,f , ṁout,f

and ṁout,p are the the inlet feed, outlet feed and outlet permeate mass flowrates,
respectively. Similarly, coil,in,f and coil,out,f are the inlet and outlet feed oil concen-
trations and Ḟin,f and Ḟout,f are the respective volumetric flowrates. This process
was not discretized because of its simplicity.

ṁin,f = ṁout,f + ṁout,p (A.1)

coil,in,f Ḟin,f = coil,out,f Ḟout,f (A.2)

For cost estimation, membrane cost was considered as 30% of total investment
cost for MF [235]. In OPEX calculations, pumping energy cost and membrane
repositions (10%/year) were considered.

A.2 Forward Osmosis (FO)

FO modeling was based on Bui et al. [124] approach, which considered a more
rigorous flux calculation. It is important to highlight that the modeling used in
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the present study considered the PRO mode in forward osmosis, i.e., selective layer
facing the draw solution, which is the higher flux mode when using only saline
solutions. However, the use of FO mode, i.e., selective layer facing the feed (oil/water
mixture) was recommend in a desalination study of oil solutions [123]. At this point,
is not possible to conclude which of the two modes will perform better, because the
oil effect was not considered.

Local water JW and salt flux jS are described in Eq. A.3 and Eq. A.4, respec-
tively [124].

JW = A


πds exp(−JW

kds
)− πf exp

[
JW ( 1

kf
+ S

Df
)
]

1 + B
JW

{
exp

[
JW ( 1

kf
+ S

Df
)− exp(−JW

kds
)
]}
 (A.3)

jS = BMM


cds exp(−JW

kds
)− cf exp

[
JW ( 1

kf
+ S

Df
)
]

1 + B
JW

{
exp

[
JW ( 1

kf
+ S

Df
)− exp(−JW

kds
)
]}
 (A.4)

In these equations, A is the membrane hydraulic permeability, B is the membrane
salt permeability, πds and πf are the bulk osmotic pressures in draw solution and feed,
S is membrane structural parameter, kds and kf are the mass transfer coefficients
and Df is salt diffusivity. An important assumption for salt flux calculation is that
osmotic agent is the same salt present in the feed. In this case, sodium chloride
(NaCl) was chosen as a draw solution.

Admitting a countercurrent module, mass balance is described according to Eq.
A.5 and Eq. A.6.

∆ṁds = ∆ṁf (A.5)

∆ṁf = −JWanρ (A.6)

Variables ∆ṁf and ∆ṁds are feed in and draw solution massic flowrate variations
in each element. Variable an is the nth element membrane area and ρ is pure water
density. Flux JW is calculated at nth element velocity and concentrations.

Volumetric ratio (V R) between draw solution and feed is calculated by Eq. A.7.

V R = Ḟin,ds

Ḟin,f

(A.7)

In this equation, Ḟin,ds and Ḟin,f are volumetric flowrates of draw solution and
feed that get into the module, respectively.

Water recovery ratio is defined as the difference between both entrance flowrate
over feed flowrate.

Salt mass balance is described according to Eq. A.8. The variables are cds and
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cf , sodium chloride molar concentrations in draw solution and feed, respectively,
molar mass MM and salt flux jS at nth element membrane area.

MM∆(cdsḞds) = −jSan = −MM∆(cf Ḟf ) (A.8)

For CAPEX calculation, it was assumed that forward osmosis membrane cost is
29.4% of overall fixed cost [118], similar to MF modules. Besides that, OPEX for
this system involved energy requirements for pumping and osmotic agent reposition
due reverse salt flux. Additionally, FO and RO membrane cost were considered to
be similar, in spite of some differences in material and fabrication could exist.

A.3 Mechanical vapor compression

MVC modeling was based on El-Dessouky and Ettouney approach [182]. This
method considers an evaporator/condensator together with two exchangers for heat
integration.

Total mass balance and salt balance are presented in Eq. A.9 and Eq. A.10.
These equations consider densities, feed Ḟin, brine Ḟout and pure water Ḟpw volumet-
ric flowrates, as well as salt concentrations in the feed, cin, and in the brine cout. It
was considered that no salt leaves evaporator in pure water stream. This system was
not discretized because it would need a detailed sizing. Approximated estimation
used here was similar to Thiel et al. [3].

ρinḞin = ρoutḞout + ρḞpw (A.9)

cinḞin = coutḞout (A.10)

Energy balance in the evaporator involves conditions at entrance (hf , Tf ), brine
exit (hb,Tb), vapor that gets into the compressor (Tv, Hv) and superheated com-
pressed vapor (Ts, Hs), as shown on Eq. A.11. Condensing temperature is Td and
the heat exchanged in evaporator is q. The vapor and liquid enthalpies are calcu-
lated from the same reference state, while ∆hvap,d is the latent heat of vaporization
at Td.

q = ρinḞin(hb − hf ) + ρḞpwHv = ρḞpw(Hs −Hd) + ρḞpw∆hvap,d (A.11)

BPE, which is detailed further, is used in Td relation to Tb. TTD is calculated
by Eq. A.12.

Td = Tb −BPEf +BPEb + TTD (A.12)
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In an approach based on Swaminathan et al. [108], it was considered that brine
and MVC pure water stream leaving preheaters at the same temperature.

In order to estimate cost, evaporator area (ae) is calculated by a simple rela-
tion described in Eq. A.13, involving global heat transfer U and aforementioned
temperatures [182].

ae = q

U(Td − Tb)
(A.13)

Compressor work is calculated by Eq. A.14. This expression relates heat capacity
ratio for water vapor (γ), specific volume (vv), pressures in evaporator and condenser
(Pv and Pd) and isentropic efficiency η. The latter value is used for Ts calculation
according to the definition of η.

W = γ

η(γ − 1)Pvvv

(Pd

Pv

) γ−1
γ

− 1
 (A.14)

Cost calculation for MVC evaporator (Cevap) and compressor (Ccomp) is based
on Eq. A.15 and Eq. A.16, respectively [236].

Cevap = 430(0.582U ae∆P−0.01
t ∆P−0.1

sh ) (A.15)

Ccomp = 7364
(
ρ

˙
Fpw

Pd

Pv

)(
η

1− η

)0.7

(A.16)

In Eq. A.15, U is in kW/m2K, ae in m2, ∆Pt and ∆Psh, which are pressure loss
in tubes and shell side, are in kPa. Compressor cost A.16 needs a massic flowrate
(product ρḞpw) in kg/s. Both costs are in US dollars.

Plate heat exchangers cost (Chx) calculation considered Eq. A.17, reported by
Haslego and Polley [237] for areas (Ahx, in ft2) larger than 200 ft2 and grade 1 tita-
nium, since brines tend to be very corrosive (conservative approach). All equipment
costs were multiplied by the period inflation.

Chx = 131(Ahx)0.7514 (A.17)

A.4 Direct contact membrane distillation

MD processes use temperature difference to permeate water vapor flux. In case of
direct contact membrane distillation, there is a cold permeate stream that condenses
vapor. Modeling was based on Thiel et al. [3] and Summers et al. [185]. A schematic
process is presented on Figure A.1.

Total mass balance, as well as salt mass balance, is described in Eq. A.18 and
Eq. A.19.
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Figure A.1: DCMD simplified configuration

∆ṁf = −∆ṁp (A.18)

∆(cf Ḟf ) = 0 (A.19)

Flux jW can be calculated by vapor pressures at Tf,m and Tp,m, which are feed
and permeate temperatures on both sides of the membrane, according to Eq. A.20.
Additionally, a coefficient of permeability G is used too. It is related to temperature,
porosity and membrane thickness [108]. However, it was considered constant in this
analysis, since the system was simulated using a specific membrane and temperatures
were in a range compatible with G measurement.

jW = G(Pvap,f (Tf,m)− Pvap,p(Tp,m)) (A.20)

Energy balance on feed (Eq. A.21) and permeate (Eq. A.22) sides involve
heat transferred through the membrane (qm), through the heat exchanger wall (qc),
vapor enthalpies of feed and permeate at Tf,m and Tp,m (Hv,f,m,Hv,p,m), volumet-
ric flowrates of feed/concentrate (Ḟin,f and Ḟout,f ) and permeate (Ḟout,p) and their
respective massic enthalpies (hin,f ,hout,f and hout,p). As in MVC calculation, the
enthalpies are calculated using a single reference state. For Pvap,f (Tf,m) calculation,
bulk colligative effects based on Raoult law were considered.

ρin,f
˙Fin,fhin,f = ρout,f

˙Fout,fhout,f + (qm + jWHv,f,m)am (A.21)

(qm + jWHv,p,m − qc)am = ρ ˙Fout,phout,p (A.22)

Coolant energy balance can be described by Eq. A.23, with Ḟin,c and Ḟout,c as
coolant volumetric flowrates in and out and hin,c and hout,c as their respective massic
enthalpies.
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ρin,c
˙Fin,chin,c + qcam = ρout,c

˙Fout,chout,c (A.23)

Convection in feed and permeate/coolant streams are represented in Eq. A.24
and Eq. A.25, in which hf,b (at Tf,b) and hp,w (at Tw) are feed bulk and wall massic
enthalpies. It was assumed that wall temperature Tw is practically equal to permeate
exit temperature Tout,p due to low MD recovery. Convective heat transfer coefficients
of feed (hconv,f ) and coolant (hconv,c) are further detailed.

jW (Hv,f,m − hf,b) + qm = hconv,f (Tf,b − Tf,m) (A.24)

jW (Hv,p,m − hp,w) + qc = −hconv,c(Tc,b − Tw) (A.25)

Heat through membrane and heat absorbed by the coolant stream are represented
according to Eq. A.26 and Eq. A.27. In these equations, Km, Kv and Kp are
membrane, water vapor and permeate thermal conductivities, ε and δ are membrane
porosity and thickness, respectively.

qm = [Km(1− ε) +Kvε]
1
δ

(Tf,m − Tp,m) (A.26)

qc = Kp

δ
(Tp,m − Tw) (A.27)

According to Al-Obaidani et al. [101], MD performance is more affected by
temperature polarization than by CP. Therefore, in consonance to these authors
and because of the low flux and recovery ratio, that drives CP, only temperature
polarization was considered in this simplified modeling.

Cost modeling for MD modules considers membrane cost as 50% of total cost
[101]. As proposed by El-Sayed et al. [109], modular units like membrane distillation
have a capital cost almost linear with respect to capacity.

For all processes, recovery ratio is defined as volumetric flow of treated water
(permeate/product) over feed volumetric flow. For each module, average values of
bulk compositions were estimated based on feed and concentrate streams.

Produced water properties (mainly density and conductivity) were based in NaCl
solutions parameters or extrapolated from seawater correlations [191, 238]. Enthalpy
and saturation water properties were calculated by steam tables. Effect of salt
concentration in water enthalpy was considered irrelevant.

A.5 Pumps

Pump power was calculated by Eq. A.28, involving pressure difference (Pout − Pin),
massic flowrate (ṁin) and efficiency (ηp).
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Pot = (Pout − Pin)ṁin

ρηp

(A.28)

A.6 Correlations for mass transfer

FO, OARO and RO were considered in laminar flow. Mass transfer coefficient
was calculated for these processes based on Reynolds number, Schmidt number,
Sherwood number and dh/L , which is the ratio between hydraulic diameter and
channel length, according to Eq. A.29.

dH = 2(z W )
(z +W ) (A.29)

In this equation, z and W are depth and width of flow channel. Mass transfer
correlation was based on Koutsou et al. [239], according to Eq. A.30.

Sh = 0.2Re0.57Sc0.4 (A.30)

Finally, mass transfer coefficient kf is calculated using diffusivity (Df ), Sherwood
number and hydraulic diameter, in consonance with Eq. A.31 for industrial spiral
wound modules.

kf = ShDf

dh

(A.31)

A.7 Correlations for heat transfer

For MD, turbulent heat transfer correlations involving Reynolds, Nusselt (Nu) and
Prandtl (Pr) numbers were based on Banat et al. [240], according to Eq. A.32. and
Eq. A.33. The latter involves convection coefficient, hconv, hydraulic diameter dh

and thermal conductivity K.

Nu = 0.023Re0.8Pr0.3 (A.32)

Nu = (dhhconv)/K (A.33)

A.8 Osmotic pressure and boiling point elevation

Osmotic pressure φ is calculated by Eq. A.34.

π = φRT
∑

i bi

ρ
(A.34)
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In this relation, φ is osmotic coefficient, ∑i bi is the sum of species molality, R
is the universal gas constant, ρ is solution density and T is operation temperature.
Thermodynamic data were based on Pitzer et al. [207]. Similarly, BPE also
considered a linear relation with salinity, according to Eq. A.35. Its calculation
involves the same parameters of osmotic pressure relation plus density and latent
heat evaluated at temperature T .

BPE = φRT 2∑
i bi

ρhvap

(A.35)

A.9 Head loss in membrane processes

Particularly, average ∆P calculation consider the linear head loss in a membrane
module (∆Pdrop) and feed pressure (Pin), as shown in Eq. A.36. Its was considered
no significant pressure loss in permeate side.

∆P = Pin −
∆Pdrop

2 (A.36)

The head loss can be described by Eq. A.37., which considers λ as a coefficient
for Reynolds between 100 and 1000, density, velocity V and other aforementioned
parameters. The coefficient λ was calculated using Eq. A.38, as proposed by Schock
and Miquel [177].

∆Pdrop = λρV 2

2
L

dh

(A.37)

λ = 6.23Re−0.3 (A.38)

A.10 Heat exchangers

Simplified model for heat exchangers were chosen for modeling. Heat exchanged
is defined by Eq. A.39, involving mass flowrates (ṁh,ṁc) specific heat capacity
(cph,cpc) and temperature differences (Tout,c−Tin,c); (Tout,h−Tin,h) for cold and hot
streams.

q = ṁccpc(Tc,out − Tc,in) = ṁhcph(Th,out − Th,in) (A.39)

For area calculation, Eq. A.40 was used. It considers heat, global heat coefficient
(U) and log mean temperature difference (LMTD).

Q = U A (LMTD) (A.40)
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Appendix B

Trust region calculation

The real trust region for the parameter estimated from the non-linear equations
system was calculated using F-Fisher test at 95% confidence. Using F-Fisher test
not for variances but for the least squares [209], it is possible to vary the estimated
parameters around the optimal point and obtain the region, as presented in Figure
B.1.

Eq. B.1 represents the least square LS method calculated for Nexp experiments,
where yexp

i are the experimental variables (water and salt flux in the present case)
and y1

i are the calculated variables using a given model 1. In this equation, νy is the
measurement variance.

LS = Σny
i=1(yexp

i − y1
i )2

Nexpνy

(B.1)

The suitability between different models, or with models with different parame-
ters, could be performed using the quotient of the least squares in a F-Fisher test,
as represented by Eq. B.2.

FFmin <
LS1

LS2
< FFmax (B.2)

In Eq. B.2, FFmin and FFmax are the F-Fisher test critical values for a bicaudal
test at the desired probability level and for the degrees of freedom of model 1 and
2. LS1 and LS2 are the least squares obtained for model 1 and 2, respectively. The
degrees of freedom can be calculated using Eq. 4.6.

In Figure B.1, the points where the horizontal red line intercepts the region (at
constant S) are the water permeability maximum and minimum, while the points
where the vertical red line intercepts the region (at constant A) are the structural
parameter maximum and minimum values for the graphs.
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Figure B.1: Method for elaborating the error bars in a 95% trust region.
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Appendix C

Osmotic experiments data

C.1 Reverse osmosis

Table C.1: RO#1 data points.

cf (g/L) cp (g/L) P (bar) JW (L/(h m2)) jS (g/(h m2))
2.0 0.048 30 8.00 0.385
4.0 0.081 30 7.26 0.581
6.0 0.116 30 6.71 0.783
8.0 0.148 30 6.20 0.932

A = 0.272 LMH/bar; B = 0.118 LMH; R2(JW ) = 0.989; R2(jS) = 0.995

Table C.2: RO#2 data points.

cf (g/L) cp (g/L) P (bar) JW (L/(h m2)) jS (g/(h m2))
2.9 0.0170 30 6.71 0.331
7.7 0.0179 30 5.93 0.654
11.9 0.019 30 5.19 0.981
18.0 0.022 30 4.37 1.326
24.7 0.025 30 3.84 1.668

A = 0.261 LMH/bar; B = 0.07 LMH; R2(JW ) = 0.975; R2(jS) = 0.994.

Table C.3: RO#3 data points.

cf (g/L) cp (g/L) P (bar) JW (L/(h m2))
3.3 0.0585 60 13.78
3.4 0.0585 50 10.55
8.4 0.0585 50 9.86
8.7 0.0585 60 12.07
11.1 0.0585 60 11.54
11.2 0.0585 50 13.78

cp assumed to be constant. A = 0.233 LMH/bar; R2(JW ) = 0.978.
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Table C.4: RO#4 data points.

cf (g/L) cp (g/L) P (bar) JW (L/(h m2))
48.0 0.0585 60 4.39
48.0 0.0585 50 2.58
40.0 0.0585 50 3.56
40.0 0.0585 60 5.07

cp assumed to be constant. A = 0.202 LMH/bar; R2(JW ) = 0.976.

Table C.5: RO#5 data points.

cf (g/L) cp (g/L) P (bar) JW (L/(h m2))
30.0 0.0585 40 4.60
30.0 0.0585 30 2.22
40.0 0.0585 40 2.87

cp assumed to be constant. A = 0.298 LMH/bar; R2(JW ) = 0.996.

Table C.6: RO#6 data points.

cf (g/L) cp (g/L) P (bar) JW (L/(h m2))
1.3 0.0823 50 10.25
3.3 0.1136 50 9.80
4.8 0.1855 50 9.15
6.4 0.2942 50 8.66

A = 0.204 LMH/bar; R2(JW ) = 0.980.

Table C.7: RO#7 data points.

cf (g/L) cp (g/L) P (bar) JW (L/(h m2))
0.0 0.0585 60 13.29
10.0 0.0585 60 10.91
20.0 0.0585 60 9.52
30.0 0.0585 60 7.43

cp assumed to be constant. A = 0.219 LMH/bar; R2(JW ) = 0.992.

Table C.8: RO#8 data points.

cf (g/L) cp (g/L) P (bar) JW (L/(h m2)) jS (g/(h m2))
11.9 0.02077 30 5.01 1.03
14.5 0.02656 30 4.32 1.58
14.5 0.03604 40 6.45 1.73

A = 0.239 LMH/bar; B = 0.101 LMH; R2(JW ) = 0.969; R2(jS) = 0.999.
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Table C.9: RO#9 data points.

cf (g/L) cp (g/L) P (bar) JW (L/(h m2)) jS (g/(h m2))
5.3 0.008 30 6.85 0.52
11.2 0.010 30 5.66 0.88
19.6 0.012 30 4.48 1.29
29.8 0.016 30 3.42 1.76

A = 0.287 LMH/bar; B = 0.06 LMH; R2(JW ) = 0.977; R2(jS) = 0.998.

Table C.10: RO#10 data points.

cf (g/L) cp (g/L) P (bar) JW (L/(h m2)) jS (g/(h m2))
3.3 0.008 30 6.69 0.35
7.5 0.009 30 5.96 0.60
9.9 0.013 30 5.68 0.87
12.6 0.014 30 5.17 1.09
16.1 0.016 30 4.67 1.32

A = 0.257 LMH/bar; B = 0.08 LMH; R2(JW ) = 0.997; R2(jS) = 0.984.

Table C.11: RO#11 data points.

cf (g/L) cp (g/L) P (bar) JW (L/(h m2)) jS (g/(h m2))
2.9 0.017 30 6.71 0.33
7.8 0.018 30 5.93 0.65
11.9 0.019 30 5.19 0.98
18.0 0.022 30 4.37 1.33
23.8 0.025 30 3.84 1.67

A = 0.261 LMH/bar; B = 0.07 LMH; R2(JW ) = 0.984; R2(jS) = 0.997.

Table C.12: RO#12 data points.

cf (g/L) cp (g/L) P (bar) JW (L/(h m2)) jS (g/(h m2))
11.6 0.017 30 5.97 0.84
17.9 0.018 30 4.29 1.60
23.8 0.021 30 3.37 2.19
27.4 0.024 30 2.53 2.71
30.1 0.027 30 1.90 3.02

A = 0.296 LMH/bar; B = 0.09 LMH; R2(JW ) = 0.991; R2(jS) = 0.995.

Table C.13: RO#13 data points.

cf (g/L) cp (g/L) P (bar) JW (L/(h m2))
8.8 0.044 50 10.30
13.7 0.048 50 9.14
23.9 0.059 50 7.98
29.6 0.068 50 6.98
32.7 0.076 50 5.99
35.4 0.082 50 5.24

A = 0.254 LMH/bar; R2(JW ) = 0.964.
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C.2 Osmotically Assisted Reverse osmosis

Table C.14: OARO#1 data points.

cf (g/L) cp (g/L) P (bar) JW (L/(h m2))
30.2 6.03 60 8.03
30.2 11.70 60 8.03
30.9 17.02 60 8.10
30.9 22.17 60 8.21
31.1 22.17 30 2.87
31.8 27.14 30 3.11

A = 0.232 LMH/bar; S = 1543 µm; R2(JW ) = 0.999.

C.3 Pressure assisted osmosis

Table C.15: PAO#1 data points.

cf (g/L) cds (g/L) P (bar) JW (L/(h m2))
158.3 250.2 60 3.00
158.3 250.6 50 2.77
131.7 250.8 50 3.56
131.8 250.9 60 3.84
112.8 251.8 60 4.50
112.9 252.9 50 4.03
98.7 253.3 50 4.49
98.9 253.0 60 4.90

A = 0.130 LMH/bar; S = 1499 µm; R2(JW ) = 0.996.

Table C.16: PAO#2 data points.

cf (g/L) cds (g/L) P (bar) JW (L/(h m2))
89.8 172.9 30 4.89
72.1 172.9 30 5.69
59.6 170.8 30 6.12
59.7 137.4 30 4.92
59.7 104.9 30 4.15
59.7 79.8 30 3.19
59.7 79.8 40 3.92

A = 0.127 LMH/bar; S = 660 µm; R2(JW ) = 0.981.

C.4 Forward osmosis
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Table C.17: PAO#3 data points.

cf (g/L) cds (g/L) P (bar) JW (L/(h m2))
159.0 249.6 60 2.44
159.0 249.2 50 2.27
132.0 248.2 50 2.95
132.0 247.9 60 3.32
112.9 247.3 60 3.84
112.9 246.5 50 3.52
98.5 246.3 50 3.94
98.5 245.7 60 4.22

A = 0.175 LMH/bar; S = 1990 µm; R2(JW ) = 0.991.

Table C.18: PAO#4 data points.

cf (g/L) cds (g/L) P (bar) JW (L/(h m2))
46.1 98.6 60 6.04
46.1 99.3 50 5.07
36.9 95.4 50 5.91
36.9 98.5 60 6.44
30.7 97.7 60 7.27
26.4 97.3 60 8.37

A = 0.187 LMH/bar; S = 1813 µm; R2(JW ) = 0.923.

Table C.19: PAO#5 data points.

cf (g/L) cds (g/L) P (bar) JW (L/(h m2))
150.0 200.0 60 2.13
119.3 199.2 60 3.31
119.3 197.7 50 2.86
99.0 195.7 50 3.40
99.0 194.2 60 3.88
84.6 192.5 60 4.27
84.6 191.0 50 3.69

A = 0.127 LMH/bar; S = 1689 µm; R2(JW ) = 0.967.

Table C.20: PAO#6 data points.

cf (g/L) cds (g/L) P (bar) JW (L/(h m2))
50.0 98.6 50 6.12
50.0 97.2 40 4.89
40.0 95.8 40 5.86
40.0 94.5 50 6.29
40.0 93.1 60 7.37

A = 0.142 LMH/bar; S = 784 µm; R2(JW ) = 0.934.
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Table C.21: PAO#7 data points.

cf (g/L) cds (g/L) P (bar) JW (L/(h m2))
25.0 149.2 20 5.89
25.0 148.0 30 6.92
25.0 146.3 40 8.32
15.0 144.4 40 9.30
15.0 142.8 30 7.63
15.0 141.6 20 6.41

A = 0.269 LMH/bar; S = 1599 µm; R2(JW ) = 0.975.

Table C.22: PAO#8 data points.

cf (g/L) cds (g/L) P (bar) JW (L/(h m2))
0.06 148.2 30 9.71
0.06 148.0 40 10.97
0.07 144.0 50 12.22
0.07 89.0 50 11.75
0.08 88.3 40 9.88
0.08 87.8 30 8.26

A = 0.207 LMH/bar; S = 1145 µm; R2(JW ) = 0.989.

Table C.23: PAO#9 data points.

cf (g/L) cds (g/L) P (bar) JW (L/(h m2))
0.015 148.2 30 9.67
0.016 146.3 40 10.49
0.019 144.2 50 12.02
0.020 106.4 50 12.60
0.021 105.2 40 10.36
0.022 104.2 30 8.71

A = 0.227 LMH/bar; S = 1400 µm; R2(JW ) = 0.934.

Table C.24: FO#1 data points.

cf (g/L) cds (g/L) JW (L/(h m2))
0.49 184.4 9.93
0.49 168.6 9.05
0.49 152.2 8.56
0.49 134.2 8.15
0.49 123.2 7.09
0.49 110.3 6.70

A = 0.116 LMH/bar; S = 363 µm; R2(JW ) = 0.964.
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Table C.25: FO#2 data points.

cf (g/L) cds (g/L) JW (L/(h m2))
0.5 120.6 6.92
0.5 102.2 6.06
0.5 87.7 5.39
0.5 75.8 4.42
0.5 65.67 3.83

A = 0.083 LMH/bar; S = 137 µm; R2(JW ) = 0.984.

Table C.26: FO#3 data points.

cf (g/L) cds (g/L) JW (L/(h m2))
0.1 149.2 7.33
0.1 139.8 6.90
0.1 129.3 6.71
0.1 118.0 6.23
0.1 107.0 5.81
0.1 98.0 5.61

A = 0.131 LMH/bar; S = 626 µm; R2(JW ) = 0.985.

Table C.27: FO#4 data points.

cf (g/L) cds (g/L) JW (L/(h m2))
0.1 200.0 9.28
0.1 157.6 8.11
0.1 120.9 7.34
0.1 95.8 6.18
0.1 75.1 5.29

A = 0.194 LMH/bar; S = 778 µm; R2(JW ) = 0.989.

Table C.28: FO#5 data points.

cf (g/L) cds (g/L) JW (L/(h m2))
0.1 80.3 6.48
0.1 66.3 5.87
0.1 57.4 5.28
0.1 43.6 4.37

A = 0.211 LMH/bar; S = 616 µm; R2(JW ) = 0.995.

Table C.29: FO#6 data points.

cf (g/L) cds (g/L) JW (L/(h m2)) jS (g/(h m2))
0.1 99.3 7.31 -1.37
0.1 89.0 6.25 -1.28
0.1 78.9 5.90 -1.16
0.1 69.6 5.29 -0.84
0.1 61.3 4.79 -0.86
0.1 52.2 4.21 -0.58

A = 0.116 LMH/bar; B = 0.017 LMH; S = 211 µm; R2(JW ) = 0.971; R2(jS) = 0.923.
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Table C.30: FO#7 data points.

cf (g/L) cds (g/L) JW (L/(h m2)) jS (g/(h m2))
0.1 148.8 7.96 -1.40
0.1 138.6 7.64 -1.24
0.1 128.0 7.44 -1.24
0.1 118.3 7.18 -1.14
0.1 108.8 6.57 -0.91
0.1 99.4 6.29 -0.79

A = 0.151 LMH/bar; B = 0.02 LMH; S = 585 µm; R2(JW ) = 0.956; R2(jS) = 0.915.

Table C.31: FO#8 data points.

cf (g/L) cds (g/L) JW (L/(h m2)) jS (g/(h m2))
0.1 99.4 6.54 -1.26
0.1 90.0 5.91 -1.13
0.1 79.7 5.45 -0.97
0.1 70.2 4.95 -0.91
0.1 61.3 4.79 -0.81
0.1 52.1 4.25 -0.78

A = 0.160 LMH/bar; B = 0.024 LMH; S = 605 µm; R2(JW ) = 0.956; R2(jS) = 0.900.

Table C.32: FO#9 data points.

cf (g/L) cds (g/L) JW (L/(h m2)) jS (g/(h m2))
0.1 99.3 6.39 -1.29
0.1 89.7 5.72 -1.12
0.1 79.5 5.06 -1.01
0.1 61.4 4.49 -0.95
0.1 53.1 3.96 -0.75

A = 0.129 LMH/bar; B = 0.021 LMH; S = 455 µm; R2(JW ) = 0.959; R2(jS) = 0.84.

Table C.33: FO#10 data points.

cf (g/L) cds (g/L) JW (L/(h m2)) jS (g/(h m2))
0.1 173.7 8.00 -1.44
0.1 158.5 7.36 -1.47
0.1 143.2 6.96 -1.28
0.1 133.2 6.66 -1.19
0.1 123.2 6.22 -1.00
0.1 113.4 6.10 -0.96

A = 0.111 LMH/bar; B = 0.017 LMH; S = 518 µm; R2(JW ) = 0.974; R2(jS) = 0.89.
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Appendix D

Pervaporation experimental data

Table D.1: Pervaporation experimental data

Experiment cf (g/L) JW (L/(h m2)) A (LMH/bar)
DI#1 0 1.138 51.12
DI#2 0 1.180 53.01
DI#3 0 1.269 57.02
DI#4 0 1.167 52.44
50#1 50 1.010 47.32
50#2 50 0.879 40.86
50#3 50 1.039 48.71
100#1 100 0.724 35.26
100#2 100 0.809 39.38
150#1 150 0.787 40.14
150#2 150 0.841 42.95
250#1 250 0.582 33.35
250#2 250 0.415 23.77
250#3 250 0.529 30.51

Pw
sat,v=2.67×10−3 bar T = 21oC
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Appendix E

Head loss for sweep solution
channels

A preliminary set of tests aimed to investigate the effect of spacers in the sweep/draw
solution channel head loss under pressure. Commercial TFC membranes (SW30,
Dow) and its RO feed spacers and permeate carriers were tested in the same appa-
ratus described in Chapter 4 under variable pressure using DI water and pressures
up to 50 bar. Pictures of the pristine and used membranes are depicted in Figure
E.1.

The membrane deformation/imprinting was also responsible for an average in-
crease in water permeability from 1.30 LMH/bar to 1.72 LMH/bar. In diamond
spacer case, the membrane did not have a significant rejection due to extreme de-
formation, while for the permeate carriers support case it was measured at 97% for
a solution.

These spacers were tested under variable feed pressure to check for the increase in
head loss. As presented in Figure E.2, as these plastic fabrics deform, they compact
and severely increase the head loss, not reaching a stable value for pressures up to
50 bar.

The MF-OARO-RO model described in Chapter 3 was used to evaluate the
impact of this pressure loss in the process feasibility. The quadratic polynomial
fitting presented in Figure E.2 was used and varied over 0.1 - 100% of its original
value.

According to Figure E.3, the pressure drop strongly influences both flux and
energy consumption. The effect of increasing mass transfer at higher flowrates is
very small compared to the decrease caused by head loss. It impacts on both raising
the needed feed pressure to reach the design flux and increasing the sweep solution
pump size, creating a double inefficiency. In case of an industrial module, in order to
make the process economically feasible, the head loss must be severely minimized.
Even applying 1% of the permeate carries head loss, the energy consumption is still
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Figure E.1: Membranes before and after pressurization using (1) diamond spacers
and (2) permeate carriers.

Figure E.2: Sweep channel head loss as function of flowrate and applied feed pressure
for a stack of 5 permeate carriers.
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strongly influenced by the draw solution velocity.

Figure E.3: Flux (a) and energy consumption (b) of OARO process with seawater
feed, 20 g/L sweep solution, A = 1LMH/bar, B = 0.1 LMH and S = 1000 µm.

The metalic fabrics were investigated to minimize the effect of compaction caused
by deformable spacers and proved to be suitable for high pressures, with almost
absent effect of feed pressure. Although the adopted metalic fabrics were sufficient
for the test purposes in Chapter 4, a head loss of 0.2 bar for each 10 cm is still high
and shall be focus of further studies.
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Appendix F

X-ray diffraction

Aiming to associate peak shift (and structural properties) to the hypothetical
deswelling, X-ray diffraction was tested in dry, DI-wet and (150 g/L solution)NaCl-
wet commercial CTA (FTS Membrane) and TFC (DOW SW30, after nonwoven
cloth removal) samples. They were stored in solution or air overnight.

The analysis used a XRD Rigaku equipment (Miniflex II model). In the wet
samples, the procedure was performed in phases (eg. 5 – 25, 25 – 50o), so the
membrane could be wet again in the solution for a moment. The solution or DI
excess was removed before the analysis using a tissue.

The higher peak at 26o for the wet CTA, when compared to the dry samples
in in Figure F.1, suggests there may have been a redistribution in the lattice space
between the two conditions. However, there is a decrease in the peak intensity for
DI-wet and saline-wet refractograms, which was associated with absorption of X-
ray by the solution [241] and apparently also happened for DI-wet and saline-wet
TFC membranes in Figure F.2. As TFC is thinner, the magnitude of the change
of different states was lower. Even clearer in this case, the volumetric difference
between the dry and the wet TFC is not evidenced in any peak shift or intensity
decrease.
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Figure F.1: Commercial dry, DI-wet and NaCl-wet CTA membrane refractograms.

Figure F.2: Commercial dry, DI-wet and NaCl-wet TFC membrane refractograms.
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Appendix G

EMSO models

G.1 MF-OARO-RO flowsheet

using "ROmembAssist3rig";
using "ROrigtest";
using "PXmodule";
using "auxiliary";
using "MFmemb";

FlowSheet ROassist

DEVICES
RO101 as ROmembAssist;
P102 as pump;
P103 as pump;
PX101 as PXmodule;
PX102 as PXmodule;
P104 as pump;
P105 as pump;
P106 as pump;
RO102 as ROmembrig;
RO103 as ROmembrig;
MF101 as MFmemb;
Fin as flow vol(Default=2);
cons as Real(Brief="Specific energy", Lower=0, Upper=1e4, Unit=’kW*h/mˆ3’);
PXcost as currency(Brief="Capital Cost of Pressure exchangers", Default=1e3);
HPPcost as currency(Brief="Capital Cost of HP pumps", Default=1e3);
CapexRO as currency(Brief="Capital Cost of RO unit", Default=1e3); # estimated
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according to SWRO
OpexT as currency(Brief="Annual Operational Cost of the unit", Default=1e4); #
estimated according to SWRO
Ecost as Real(Brief="Energy cost", Lower=1e-3, Upper=0.2, Default=0.1,
Unit=’US$/(kW*h)’);
CapexT as currency(Brief="Total Capital Cost", Default=1e5);
a as Real(Brief="Amortization Factor", Lower=0, Upper=1);
i as fraction(Brief="Interest Rate", Default=0.1);
spc as Real(Brief="Specific cost", Lower=0, Upper=1e4, Default=50,
Unit=’US$/mˆ3’);
Cmf as currency(Brief="Total Capital Cost", Default=1e4);
MR as Real(Brief="Ratio between draw solution and feed", Default=0.3);
NaCl as makeup(Brief="Draw solute make up");
sangria as flow vol(Default=0.1, DisplayUnit=’mˆ3/d’);
cp as conc mol(Default=0.05);
cpt as conc mol(Default=0.04);
P as flow vol(Default=2);
Ps as flow vol(Default=0.1);

PARAMETERS
n as Real(Brief="Plant Life", Default=20);
f as fraction(Brief="Plant Availability", Default=0.9);

SET
f = 0.9;
n = 20;

CONNECTIONS
Fin to MF101.Fin;

EQUATIONS
cons = (P102.Pot+P103.Pot+P104.Pot + P105.Pot+P106.Pot)/RO102.P;
P102.F = RO101.Fin - RO101.Fout;
P102.Pout = RO101.Pin;
RO101.Pout = PX101.PinH;
P103.F = RO101.Fout;
P103.Pin = PX101.PoutL;
P103.Pout = RO101.Pin;
PX101.PinL = 0.2*’bar’;
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PX101.PoutH = 0.2*’bar’;
MF101.RR = 0.90;
MF101.cFin = 100*’kg/mˆ3’ ;
P104.F = RO102.Fin - RO102.Fout;
P104.Pout = RO102.Pin;
RO102.Pout = PX102.PinH;
P105.F = RO101.Fout;
P105.Pin = PX102.PoutL;
P105.Pout = RO102.Pin;
PX102.PinL = 0.2*’bar’;
PX102.PoutH = 0.2*’bar’;
#Cost
HPPcost = 1.419*52*’US$’*(P102.Pout*P102.F+P103.Pout*P103.F +
P104.Pout*P104.F+P105.Pout*P105.F+ P106.Pout*P106.F)/(’atm*(mˆ3/h)’);
PXcost = 1.419*52*’US$’*(PX101.PinH*RO101.Fout +
PX102.PinH*RO102.Fout)/(’atm*mˆ3/h’);
a = (i*((1+i)ˆn))/(((1+i)ˆn)-1);
CapexRO = (HPPcost + PXcost + RO101.ROMcost+RO102.ROMcost+
RO103.ROMcost)/0.45;
CapexT = a*(CapexRO + Cmf)/f;
Cmf = 720*’US$/mˆ2’*(MF101.Am)/0.3;
spc = (OpexT+CapexT)/((RO103.P+Ps-sangria)*360*’d’);

if RO102.Js(3)*RO102.Am > RO101.Jsa*RO101.Am then
NaCl.M = (RO102.Js(3)*RO102.Am-RO101.Jsa*RO101.Am);
OpexT = ((P102.Pot+P103.Pot + P104.Pot +
P105.Pot+P106.Pot)*Ecost*360*’d’*f + 0.333*(RO101.ROMcost +
RO102.ROMcost))/0.88 + 0.1*520*’US$/mˆ2’*(MF101.Am)+NaCl.M*1*’US$/kg’*360*’d’;
sangria = 1e-10*’mˆ3/d’;

else
NaCl.M = (RO101.Jsa*RO101.Am-RO102.Js(3)*RO102.Am);
sangria*RO102.cFin = NaCl.Mol;
OpexT = ((P102.Pot+P103.Pot + P104.Pot +
P105.Pot+P106.Pot)*Ecost*360*’d’*f + 0.333*(RO101.ROMcost +
RO102.ROMcost))/0.88 + 0.1*520*’US$/mˆ2’*(MF101.Am);
end

cpt*(Ps+P) = (RO102.cFin*Ps+cp*P);
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P = RO103.P;
cp = RO103.cP;
P+Ps = 50*’mˆ3/d’;

SPECIFY
RO101.RR = 0.46;
RO101.Fin = MF101.P;
RO101.cFin = 1.85*’kmol/mˆ3’;
MF101.cS = RO101.cFin*(58.5*’kg/kmol’);
RO101.Pi = MR*RO101.Fin;
RO101.cPi =0.9*’kmol/mˆ3’;
RO102.Fin = RO101.Po; #connection between two RO modules
RO102.cFin = RO101.cPo;
RO102.Fout = RO101.Pi;
P102.Pin = 1e-10*’atm’;
P104.Pin = 0.1*’atm’;
Ecost = 0.05*’US$/(kW*h)’;
i = 0.10;
P102.rho = 1059.93*’kg/mˆ3’;#RO101.rhoF(1);
P103.rho = 1059.93*’kg/mˆ3’;#RO101.rhoF(1);
P104.rho = RO102.rhoF(1);
P105.rho = RO102.rhoF(1);
P106.rho = 1000*’kg/mˆ3’;
MR = 0.52;
RO101.Jw(2) = 15*’l/(h*mˆ2)’;
RO102.Jw(2) = 15*’l/(h*mˆ2)’;
cpt = 0.0034*’kmol/mˆ3’;
RO101.A = 2.77E-7*’mˆ3/(s*bar*mˆ2)’; #DOW SWRO30-400
RO101.B = 3E-8*’mˆ3/(s*mˆ2)’;
RO101.S = 1E-4*’m’;
RO101.ROcost = 80*’US$/mˆ2’;
RO103.Fin = RO102.P;
RO103.cFin = RO102.cP;
RO103.Jw(2)=20*’l/(h*mˆ2)’;
RO103.RR = 0.9;
P106.F = RO103.Fin;
P106.Pin = 1e-10*’atm’;
P106.Pout = RO103.Pin;
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OPTIONS
GuessFile="ROassistAP";
# SecondGuessFile="TesteROpap";#"TesteROpARO";#"TesteROnm5";
Dynamic = false;

end

G.1.1 MF module

Model MFmemb

PARAMETERS
L as length(Brief="Length of each flow channel");
dp as length(Brief="Pore diameter");
dm as length(Brief="Diameter of each membrane channel");
A as Real(Brief="Membrane permeability", Unit = ’mˆ3/(s*bar*mˆ2)’);
T as temperature;
#Oil concentration
cP as conc mass;

SET
cP = 0*’kg/mˆ3’;

VARIABLES
#Flows
in Fin as flow vol(Brief="Inlet flowrate");
out Fout as flow vol(Brief="Outlet flowrate");
P as flow vol(Brief="Permeate flowrate");
#Oil concentrations
cFin as conc mass;
cFout as conc mass;
cS as conc mass;
RR as fraction(Brief="Recovery");
Jw as flux vol(Brief="Permeate flux", DisplayUnit=’l/(h*mˆ2)’);
Am as area(Brief="Total membrane area");

EQUATIONS
"Flux calculation" # vF = 2 m/s e dP = 2 bar
Jw = (’l/(h*mˆ2)’)*(253 - 0.0014*’mˆ3/(kg)’*cS - 0.30*’mˆ3/(kg)’*cFin +
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12.7*’1/(K)’*(T-273.15*’K’)-0.00187*’mˆ3/(K*kg)’*cFin*(T-273.15*’K’) +
0.00011*’mˆ6/(kgˆ2)’*cFinˆ2 - 0.066*’1/((Kˆ2))’*(T-273.15*’K’)ˆ2);
"Mass balance"
Fin = Fout + P;
"Recovery ratio"
RR = P/Fin;
"Oil balance"
cFout*Fout = cFin*Fin;
"Area calculation"
Jw = P/Am;

G.1.2 OARO membrane module

using "types";

Model ROmembAssist

PARAMETERS
L as length(Brief="Length of the retangular flow channel");
W as length(Brief="Width of retangular flow channel");
R as Real(Brief="Universal gas constant", Unit = ’(atm*mˆ3)/(K*kmol)’, Default
= 0.082);
D as diffusivity;
T as temperature;
MM as molweight(Default = 58.5);
dh as length;
Lm as length(Brief="Membrane length");
Nl as Real(Brief="Number of leaves in a RO spiral wound module");
n as Real(Brief="Vant Hoff factor", Lower = 1, Upper = 5, Default = 2);
nm as Integer;

SET
Lm = 0.0254*40*’m’;
Nl = 16;
L = 0.0254*50*’m’;
W = 28*0.001*0.0254*’m’; #feed spacer = 28 mil
T = 298*’K’;
dh = 4*(L*W)/(2*L+2*W);
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D = 1.33E-9*’(mˆ2)/s’;
nm=8;

VARIABLES
A as Real(Brief="Membrane permeability", Unit = ’l/(h*bar*mˆ2)’, DisplayU-
nit=’l/(bar*h*mˆ2)’);
B as Real(Brief="Salt permeability", Unit = ’mˆ3/(s*mˆ2)’, DisplayUnit =
’l/(h*mˆ2)’);
Fin as flow vol(Brief="Feed flow");
Fout as flow vol(Brief="Concentrate flow", Default=3.2);
Pi as flow vol(Brief="Permeate flow", Default=2);
Po as flow vol(Brief="Permeate out flow", Default=2);
RR as fraction(Default = 0.3, Upper = 0.9); #recovery ratio
Pin as pressure(Default = 120);
Pout as pressure(Default = 118);
lamb(nm) as Real(Default=0.47);
Fi(nm+1) as flow vol(Brief="Feed flow");
P(nm+1) as flow vol(Brief="Permeate+DS flow", Default=2);
# concentrations
cFin as conc mol(Default = 1.5);
cPi as conc mol(Default = 0.5);
cPo as conc mol(Default=0.4);
cP(nm) as conc mol(Default=0.45);
cPm(nm) as conc mol(Default=0.5);
cFm(nm) as conc mol(Default = 1.77);
cF(nm) as conc mol(Default = 1.83);
cFout as conc mol(Default = 4);
dCm(nm) as conc mol(Default=1);
cFi(nm+1) as conc mol(Default = 1.6);
cPx(nm+1) as conc mol(Default = 0.5);
Press(nm+1) as pressure(Default=90);
# Membrane calculations
Jw(nm) as flux vol(Default = 1e-6, DisplayUnit = ’l/(h*mˆ2)’);
Js(nm) as flux mass(Default=1e-7);
Jsa as flux mass(Default=1e-7);
# Fluid properties
piFm(nm) as pressure(Default=144);
dPi(nm) as pressure(Default=50);
dP(nm) as pressure(Brief="Head loss");
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Am as area;
Amn as area;
vF(nm) as velocity;
vP(nm) as velocity;
ReF(nm) as Real(Brief="Número de Reynolds");
ReP(nm) as Real(Brief="Número de Reynolds");
kF(nm) as Real(Brief="mass transfer coefficient", Unit = ’m/s’);
ScF(nm) as Real(Brief="Schmidt number");
ShF(nm) as Real(Brief="Sherwood number");
rhoF(nm) as dens mass;
miF(nm) as viscosity;
ROMcost as currency(Brief="Capital Cost of RO Membranes and housings",
Default=1e5);
S as length;
ROcost as Real(Brief="Polimeric RO membrane and housings cost per mˆ2",
Unit=’US$/(mˆ2)’);

EQUATIONS
Pin = Press(1);
Pout = Press(nm+1);
cFi(1)=cFin;
cFi(nm+1)=cFout;
cPx(nm+1)=cPi;
cPx(1)=cPo;
Pi=P(nm+1);
Po = P(1);
Fin = Fi(1);
Fout = Fi(nm+1);
Amn = Am/nm;
RR = (Po-Pi)/Fin;

for index in [1:nm] do
cFm(index)*Jw(index) = -B*dCm(index)+(Jw(index)*cF(index)+B*dCm(index))*
exp(Jw(index)/kF(index));
cPm(index)*Jw(index) = -B*dCm(index) +(Jw(index)*cP(index)+B*dCm(index))*exp(-
Jw(index)*S/D);
"Global Mass balance"
Fi(index) + P(index+1) = Fi(index+1) + P(index);
"Global Mass balance with flux"

145



Fi(index) - Fi(index+1) = Jw(index)*Amn;
"Salt mass balance"
MM*cFi(index)*Fi(index) -Js(index)*Amn = MM*cFi(index+1)*Fi(index+1);
"Salt mass balance with flux"
MM*cPx(index+1)*P(index+1) + Js(index)*Amn = MM*cPx(index)*P(index);
"Osmotic pressure - Feed average"
piFm(index) = cF(index)*R*T*n;
cP(index) = (cPx(index) + cPx(index+1))/2;
"Feed average velocity"
vF(index)*(Lm*W*Nl) = ((Fi(index)+Fi(index+1))/2);
"Permeate average velocity"
vP(index)*(Lm*W*Nl) = (P(index)+P(index+1))/2;
"Feed Reynolds"
ReF(index) = vF(index)*rhoF(index)*dh/miF(index);
"Permeate Reynolds"
ReP(index) = vP(index)*rhoF(index)*dh/miF(index);
"Feed Schmidt"
ScF(index) = miF(index)/(rhoF(index)*D);
"Feed Sherwood"
ShF(index) = 0.2*(ReF(index)ˆ2)ˆ(0.57/2)*(ScF(index)ˆ2)ˆ(0.4/2);
"Feed mass transfer coefficient"
ShF(index) = kF(index)*dh/D;
"cFm calculation"
cF(index) = (cFi(index)+ cFi(index+1))/2;
dCm(index)*(Jw(index)+B*(exp(Jw(index)/kF(index))-exp(-Jw(index)*S/D)))
= Jw(index)*(cF(index)*exp(Jw(index)/kF(index))-cP(index)*exp(-
Jw(index)*S/D));
dPi(index) = dCm(index)*R*T*n;
"Water Flux"
Jw(index) = A*(Press(index) - dP(index)/2 - dPi(index));
"Salt flux"
Js(index) = B*MM*(dCm(index));
"Lambda calculation"
lamb(index) = 6.23*(ReF(index)ˆ2)ˆ(-0.3/2);
"Pressure loss"
dP(index) = (lamb(index)*rhoF(index)*Lm*vF(index)ˆ2)/(2*dh);
"Final pressure" Press(index+1) = Press(index) - dP(index);
"DS density calculation"
rhoF(index) = (1000.8*’kg/mˆ3’+ 37.216*cF(index)*’g/mol’);
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"DS viscosity calculation"
miF(index) = (1+cF(index)*0.1173*’l/mol’)*’cP’;
end
ROMcost = ROcost*Am;
Jsa = sum(Js)/nm;
end

G.1.3 RO membrane module

using "types";

Model ROmembrig

PARAMETERS
L as length(Brief="Length of the retangular flow channel");
W as length(Brief="Width of retangular flow channel");
A as Real(Brief="Membrane permeability", Unit = ’l/(h*bar*mˆ2)’);
B as Real(Brief="Salt permeability", Unit = ’mˆ3/(s*mˆ2)’);
R as Real(Brief="Universal gas constant", Unit = ’(atm*mˆ3)/(K*kmol)’, Default
= 0.082);
D as diffusivity;
T as temperature;
MM as molweight(Default = 58.5);
Nl as Real(Brief="Number of leaves in a RO spiral wound module");
ROcost as Real(Brief="Polimeric RO membrane and housings cost per mˆ2",
Unit=’US$/(mˆ2)’);
n as Real(Brief="Vant Hoff factor", Lower = 1, Upper = 5, Default = 2);
nm as Integer(Brief="Number of elements");
dpt as length;

SET
L = 0.0254*50*16*’m’;
W = 28*0.001*0.0254*’m’; #feed spacer = 28 mil
A = 2.77E-7*’mˆ3/(s*bar*mˆ2)’; # DOW SWRO30-400
B = 3E-8*’mˆ3/(s*mˆ2)’;
T = 298*’K’;
D = 1.33E-9*’(mˆ2)/s’;
ROcost = 40*’US$/(mˆ2)’;
nm = 6;
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dpt = 28*0.001*0.0254*’m’;

VARIABLES
Fin as flow vol(Brief="Feed flow");
Fout as flow vol(Brief="Concentrate flow", Default=3.2);
P as flow vol(Brief="Permeate flow", Default=2);
Fi(nm+1) as flow vol(Brief="Feed in flow per element", Default=1);
Pi(nm) as flow vol(Brief="Permeate flow per element", Default=1);
RR as fraction(Default = 0.5); #recovery ratio
Pin as pressure(Default = 120);
Pout as pressure(Default = 118);
lamb(nm) as Real(Default=1);
Press(nm+1) as pressure(Default=119);
# concentrations
cFi(nm+1) as conc mol(Default=2);
cPi(nm) as conc mol(Default=0.008);
cFm(nm) as conc mol(Default=1.77);
cM(nm) as conc mol(Default=1.83);
cP as conc mol(Default=0.008);
cFin as conc mol(Default = 0.76);
cFout as conc mol(Default = 4);
# Membrane calculations
Jw(nm) as flux vol(Default = 2e-6, DisplayUnit = ’l/(h*mˆ2)’);
Jwa as flux vol(Default=1e-6, DisplayUnit = ’l/(h*mˆ2)’);
Js(nm) as flux mass(Default=1e-7);
# Fluid properties
piFm(nm) as pressure(Default=144);
piM(nm) as pressure(Default=148);
dP(nm) as pressure(Brief="Head loss");
Am as area(Default=100);
Amn as area(Default=10);
vF(nm) as velocity;
ReF(nm) as Real(Brief="Número de Reynolds");
kF(nm) as Real(Brief="mass transfer coefficient", Unit = ’m/s’);
ScF(nm) as Real(Brief="Schmidt number");
ShF(nm) as Real(Brief="Sherwood number");
rhoF(nm) as dens mass;
miF(nm) as viscosity;
ROMcost as currency(Brief="Capital Cost of RO Membranes and housings",
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Default=1e5);
Lm as length(Brief="Membrane length");
dh as length(Brief="Hydraulic diameter");
x as length(Default=40);
mF(nm) as Real(Brief="Feed molality", Default=1, Unit=’mol/kg’);
phiF(nm) as Real(Brief="Osmotic coefficient", Default=0.9, Lower=0.9, Up-
per=1.3);

EQUATIONS
Jwa = sum(Jw)/nm;
Fin = Fi(1);
Fout = Fi(nm+1);
cFi(1)=cFin;
cFi(nm+1)=cFout;
Pin = Press(1);
Pout = Press(nm+1);
P = sum(Pi);
Am = x*L*Nl;
Amn = Am/nm;
Lm = L/nm;
"Hydraulic diameter"
dh*(2*dpt+2*x) = 4*(dpt*x);
"Recovery ratio"
RR = P/Fin;
for index in [1:nm] do
phiF(index) = 0.9144 + 0.0239*mF(index)*’kg/mol’ +
0.0061*(mF(index)*’kg/mol’)ˆ2;
mF(index)*(rhoF(index)-cFm(index)*MM) = cFm(index);
"Global Mass balance"
rhoF(index)*Fi(index) = Fi(index+1)*rhoF(index) + Pi(index)*1000*’kg/mˆ3’;
"Global Mass balance with flux"
Fi(index) - Fi(index+1) = Jw(index)*Amn;
"Salt mass balance"
MM*cFi(index)*Fi(index) -Js(index)*Amn = MM*cFi(index+1)*Fi(index+1);
"Salt mass balance with flux"
MM*cPi(index)*Pi(index) = Js(index)*Amn;
"Osmotic pressure - Feed average"
piFm(index) = phiF(index)*cFm(index)*R*T*n;
"Osmotic pressure - @Membrane"
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piM(index) = phiF(index)*cM(index)*R*T*n;
"Feed average velocity"
vF(index)*(Nl*dpt*x) = (Fi(index)+Fi(index+1))/2;
"Feed Reynolds"
ReF(index) = vF(index)*rhoF(index)*dh/miF(index);
"Feed Schmidt"
ScF(index) = miF(index)/(rhoF(index)*D);
"Feed Sherwood"
ShF(index) = 0.2*(ReF(index)ˆ2)ˆ(0.57/2)*(ScF(index)ˆ2)ˆ(0.4/2);
"Feed mass transfer coefficient"
ShF(index) = kF(index)*dh/D;
(cM(index)-cPi(index))=(cFm(index)-cPi(index))*exp(Jw(index)/kF(index));
"cFm calculation"
cFm(index) = (cFi(index)+ cFi(index+1))/2;
"Water Flux"
Jw(index) = A*(Press(index) - dP(index)/2 - piM(index));
"Salt flux"
Js(index) = B*MM*(cM(index)-cPi(index));
"Lambda calculation"
lamb(index) = 6.23*(ReF(index)ˆ2)ˆ(-0.3/2);
"Pressure loss"
dP(index) = (lamb(index)*rhoF(index)*Lm*vF(index)ˆ2)/(2*dh);
"Final pressure"
Press(index+1) = Press(index) - dP(index);
"DS density calculation"
rhoF(index) = (1000.8*’kg/mˆ3’+ 37.216*cFm(index)*’g/mol’);
"DS viscosity calculation"
miF(index) = (1+cFm(index)*0.1173*’l/mol’)*’cP’;
end

ROMcost = ROcost*Am;
cP = sum(cPi*Pi)/P;
end

G.1.4 MF-OARO-RO optimization routine

using "ROassistrigAP";
Optimization ROassistopt as ROassist
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MINIMIZE
spc;

FREE
RO101.cPi;
RO101.RR;
MR;

EQUATIONS
RO101.cPi <= 2.2*’kmol/mˆ3’;
RO101.cPi >= 0.5*’kmol/mˆ3’;
MR >= 0.3;
MR <= 1.2;
RO101.Pin <=120*’bar’;

OPTIONS
Dynamic = false;
GuessFile = "ROassistoptbga";
SecondGuessFile="ROassistbga";
NLPSolveNLA = false;
FeasiblePath = true;
NLPSolver(File = "complex",
#File = "PSO",
#File = "ipopt emso",
MaxIterations = 5000,
RelativeAccuracy = 1e-10, AbsoluteAccuracy = 1e-10);

GUESS
RO101.cPi = 1.9*’kmol/mˆ3’;
end

G.2 MF-RO flowsheet

using "PXmodule";
using "auxiliary";
using "MFmemb";
using "ROrigtest3";

FlowSheet ORSW
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DEVICES

RO101 as ROmembrig;
P101 as pump;
P102 as pump;
P103 as pump;
PX101 as PXmodule;
MF101 as MFmemb;
Fin as flow vol(Default=2);
cons as Real(Brief="Specific energy", Lower=0, Upper=1e4, Unit=’kW*h/mˆ3’);
PXcost as currency(Brief="Capital Cost of Pressure exchangers", Default=1e3);
HPPcost as currency(Brief="Capital Cost of HP pumps", Default=1e3);
CapexRO as currency(Brief="Capital Cost of RO unit", Default=1e3); #estimated
according to SWRO
OpexT as currency(Brief="Annual Operational Cost of the unit", Default=1e4);
#estimated according to SWRO
Ecost as Real(Brief="Energy cost", Lower=1e-3, Upper=0.2, Default=0.1,
Unit=’US$/(kW*h)’);
CapexT as currency(Brief="Total Capital Cost", Default=1e5);
a as Real(Brief="Amortization Factor", Lower=0, Upper=1);
i as fraction(Brief="Interest Rate", Default=0.1);
spc as Real(Brief="Specific cost", Lower=0, Upper=1e4, Default=50,
Unit=’US$/mˆ3’);
Cmf as currency(Brief="Total Capital Cost", Default=1e4);
cp as conc mol(Default=0.05);
cpt as conc mol(Default=0.04);
P as flow vol(Default=2);
Ps as flow vol(Default=0.1);

PARAMETERS
n as Real(Brief="Plant Life", Default=20);
f as fraction(Brief="Plant Availability", Default=0.9);

SET
f = 0.9;
n = 20;
RO101.Nl = 16;
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CONNECTIONS
Fin to MF101.Fin;

EQUATIONS
cons = (P102.Pot+P103.Pot)/(RO101.P);
P102.F = RO101.Fin - RO101.Fout;
P102.Pout = RO101.Pin;
RO101.Pout = PX101.PinH;
P103.F = RO101.Fout;
P103.Pin = PX101.PoutL;
P103.Pout = RO101.Pin;
PX101.PinL = 0.2*’bar’;
PX101.PoutH = 0.2*’bar’;
MF101.RR = 0.90;
MF101.cFin = 100*’kg/mˆ3’;
P101.F = MF101.Fin;
P101.Pin = 1e-10*’atm’;
P101.Pout = 2*’bar’;
#Costs HPPcost = 1.419*52*’US$’*(P101.Pout*P101.F +
P102.Pout*P102.F+P103.Pout*P103.F)/(’atm*(mˆ3/h)’);
PXcost = 1.419*52*’US$’*(PX101.PinH*RO101.Fout)/(’atm*mˆ3/h’);
a = (i*((1+i)ˆn))/(((1+i)ˆn)-1);
CapexRO = (HPPcost + PXcost + RO101.ROMcost)/0.45;
OpexT = ((P102.Pot+P103.Pot+P101.Pot)*Ecost*360*’d’*f +
0.333*(RO101.ROMcost))/0.88 + 0.1*720*’US$/mˆ2’*(MF101.Am);
CapexT = a*(CapexRO + Cmf)/f;
Cmf = 720*’US$/mˆ2’*(MF101.Am)/0.3;
spc = (OpexT+CapexT)/(RO101.P*360*’d’);
cpt*(Ps+P) = (RO101.cFin*Ps+cp*P);
P = RO101.P;
cp = RO101.cP;

SPECIFY
RO101.RR = 0.5;
RO101.Fin = MF101.P;#-Ps;
RO101.cFin = 1*’kmol/mˆ3’;
MF101.cS = RO101.cFin*(58.5*’kg/kmol’);
RO101.P = 50*’mˆ3/d’;
P102.Pin = 1e-10*’atm’;
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Ecost = 0.05*’US$/(kW*h)’;
i = 0.10;
P101.rho = RO101.rhoF(1);
P102.rho = RO101.rhoF(1);
P103.rho = RO101.rhoF(1);
RO101.Jw(2) = 15*’l/(h*mˆ2)’;
cpt = 0.034*’kmol/mˆ3’;

OPTIONS
GuessFile="ORSW185ok";
Dynamic = false;
end

G.3 FO-RO flowsheet

using "FOrig3";
using "ROrigtest";
using "PXmodule";
using "auxiliary";

FlowSheet Rota1

DEVICES
FeedIn as flow vol (Brief="Feed Stream", Default=1e-2, Lower=-1e-6, Upper=1e10,
DisplayUnit=’mˆ3/d’);
DrawSIn as flow vol (Brief="DS Stream", Default=1e-2, Lower=-1e-6, Upper=1e10,
DisplayUnit=’mˆ3/d’);
FO101 as FOrigorous;
RO101 as ROmembrig;
P101 as pump;
P102 as pump;
P103 as pump;
PX101 as PXmodule;
sal as makeup;
cons as Real(Brief="Specific energy", Lower=0, Upper=1e4, Unit=’kW*h/mˆ3’);
PXcost as currency(Brief="Capital Cost of Pressure exchangers", Default=1e3);
HPPcost as currency(Brief="Capital Cost of HP pumps", Default=1e3);
CapexRO as currency(Brief="Capital Cost of RO unit", Default=1e3); #estimated
according to SWRO
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OpexT as currency(Brief="Annual Operational Cost of the unit", Default=1e4);
#estimated according to SWRO
Ecost as Real(Brief="Energy cost", Lower=1e-3, Upper=0.2, Default=0.1,
Unit=’US$/(kW*h)’);
CapexFO as currency(Brief="Capital Cost of FO unit", Default=1e3);
CapexT as currency(Brief="Total Capital Cost", Default=1e4);
a as Real(Brief="Amortization Factor", Lower=0, Upper=1);
i as fraction(Brief="Interest rate", Default=0.10);
costmk as currency(Brief="Make up cost", Default=1e3);
spc as Real(Brief="Specific cost", Lower=0, Upper=1e4, Default=50,
Unit=’US$/mˆ3’);
cdsin as Real(Default=5);
cp as conc mol(Default=0.05);
cpt as conc mol(Default=0.04);
P as flow vol(Default=2);
Ps as flow vol(Default=0.1);
F as flow vol(Default=4);

PARAMETERS
n as Real(Brief="Plant Life", Default=20);
f as fraction(Brief="Plant Availability", Default=0.9);

SET
f = 0.9;
n = 20;

CONNECTIONS
FeedIn to FO101.Fin;
DrawSIn to FO101.DSin;

EQUATIONS
FO101.DSout = RO101.Fin;
cons = (P101.Pot+P102.Pot+P103.Pot)/RO101.P;
P102.F = FO101.DSout - RO101.Fout;
FO101.cDSout = RO101.cFin;
P101.F = FO101.Fin;
P101.Pout = FO101.PinF(1);
RO101.Fout = FO101.DSin;
sal.M = (RO101.Js(3)*RO101.Am+FO101.Js(4)*FO101.Am);
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P102.Pout = RO101.Pin;
RO101.Pout = PX101.PinH;
P103.F = RO101.Fout;
P103.Pin = PX101.PoutL;
P103.Pout = RO101.Pin;
PX101.PinL = FO101.PinDS(FO101.nm+1);
PX101.PoutH = FO101.PinDS(1);
cpt*(Ps+P) = (FO101.cFin*Ps+cp*P);
P = RO101.P;
cp = RO101.cP;
Ps + P = 50*’mˆ3/d’;
#Costs
HPPcost = 1.419*52*’US$’*(P101.Pout*P101.F+P102.Pout*P102.F+P103.Pout*P103.F)/
(’atm*(mˆ3/h)’);
PXcost = 1.419*52*’US$’*(PX101.PinH*RO101.Fout)/(’atm*mˆ3/h’);
CapexRO = (HPPcost + PXcost + RO101.ROMcost)/0.45;
OpexT = (((P101.Pot+P102.Pot+P103.Pot)*Ecost*360*’d’*f +
0.33*(RO101.ROMcost+FO101.Am*RO101.ROcost)))/0.88 + costmk;
a = (i*((1+i)ˆn))/(((1+i)ˆn)-1);
CapexFO = (FO101.Am*RO101.ROcost)/0.3;
CapexT = a*(CapexFO + CapexRO)/f;
costmk = 0.3*’US$/kg’*sal.M*360*’d’;
spc = (CapexT+OpexT)/(RO101.P*360*’d’);
F = FeedIn + Ps;

SPECIFY
FO101.RR = 0.10;
FO101.cFin = 1.54*’kmol/mˆ3’;
cdsin = 2.1; #3.22
FO101.cDSin = cdsin*’mol/l’;
FO101.MR = 0.48;#0.35;
FO101.A = 3.96*’l/(h*bar*mˆ2)’;
FO101.B = 1.346*’l/(h*mˆ2)’;
FO101.S = 1E-4*’m’;
P101.Pin = 1e-10*’atm’;
P102.Pin = 1e-10*’atm’;
Ecost = 0.05*’US$/(kW*h)’;
i = 0.10;
P102.rho = FO101.rhoDS;
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P101.rho = FO101.rhoF;
P103.rho = FO101.rhoDS;
RO101.Jw(2) = 15*’l/(h*mˆ2)’;
FO101.PinF(FO101.nm+1) = 0.2*’atm’;
FO101.PinDS(1) = 0.2*’atm’;
cpt = 0.085470085*’kmol/mˆ3’;

OPTIONS
GuessFile="Rota1xx";
Dynamic = false;
end

G.3.1 FO-RO optimization routine

using "Rota1-1-rig";

Optimization Rota1optt as Rota1

MINIMIZE
spc;

FREE
FO101.MR;
cdsin;

EQUATIONS
FO101.MR <= 0.6;
FO101.MR >= 0.30;
cdsin <= 5;
cdsin >= 1.7;
RO101.Pin <= 120*’bar’;

OPTIONS
Dynamic = false;
GuessFile = "Rota1xx";
NLPSolveNLA = false;
FeasiblePath = true;
NLPSolver(File = "complex",
#File = "PSO",

157



#File = "ipopt emso",
#File = "MultiPSO",
#File = "arshj",
#File = "direct", MinimumRectangle=1e-4,MaxEvals=5000
#File = "optpp emso",
MaxIterations = 5000,
RelativeAccuracy = 1e-10, AbsoluteAccuracy = 1e-10);

GUESS
FO101.MR = 0.4;
cdsin = 3.5;
end

FO model

Model FOrigorous

PARAMETERS
R as Real(Brief="Universal gas constant", Unit = ’(atm*mˆ3)/(K*kmol)’, Default
= 0.082);
L as length(Brief="Length of the retangular flow channel");
W as length(Brief="Width of retangular flow channel");
Nl as Integer(Brief="Number of leaves", Default = 16);
n as Integer(Brief="Vant Hoff factor", Default = 2);
T as temperature;
rhoF as dens mass;
rhoDS as dens mass;
miF as viscosity;
miDS as viscosity;
D as diffusivity;
MM as molweight(Default = 58.5);
dpt as length(Brief="Depth of retangular flow channel");
nm as Integer(Default=1);

SET
T = 298*’K’;
rhoF = 1050*’kg/(mˆ3)’;
rhoDS = 1106*’kg/(mˆ3)’;
miF = 1.14E-3*’kg/(m*s)’;
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miDS = 1.35E-3*’kg/(m*s)’;
D = 1.33E-9*’(mˆ2)/s’;
MM = 58.5*’kg/kmol’;
#Assuming Number of leaves (similar to RO)
Nl = 8;
L = 0.0254*50*16*’m’; #1,27m
dpt = 28*0.001*0.0254*’m’; #0,0007112m
nm = 8;

VARIABLES
A as Real(Brief="Membrane permeability", Unit = ’l/(h*bar*mˆ2)’);
B as Real(Brief="Salt permeability", Unit = ’mˆ3/(s*mˆ2)’);
S as Real(Brief="Structural parameter", Unit = ’m’);
in Fin as flow vol(Brief="Feed flow");
in DSin as flow vol(Brief="Concentrated Draw solution flow");
out Fout as flow vol(Brief="Concentrate feed flow", Default=2);
out DSout as flow vol(Brief="Diluted Draw solution flow", Default=2);
MR as Real(Brief="Mass Ratio of Feed/DS", Lower = 0, Upper = 1.5, Default =
0.8);
RR as fraction(Default=0.5); #recovery ratio
Fi(nm+1) as flow vol(Brief="Feed in flow per element", Default=1);
Di(nm+1) as flow vol(Brief="Draw solution in flow per element", Default=1);
# concentrations
cFin as conc mol(Default=1.5);
cFout as conc mol(Default=3);
cDSin as conc mol(Default=4);
cDSout as conc mol(Default=2);
cFi(nm+1) as conc mol(Default=2);
cDi(nm+1) as conc mol(Default=3.5);
cFm(nm) as conc mol(Default=2);
cDm(nm) as conc mol(Default=3.5);
# Membrane calculations
Jw(nm) as flux vol(Lower=1e-13, Default=1e-6, DisplayUnit=’l/(h*mˆ2)’);
Jwa as flux vol(Lower=1e-13, Default=1e-6, DisplayUnit=’l/(h*mˆ2)’);
Js(nm) as flux mass(Default=1e-6);
Am as area(Brief="Total membrane area", Default=50);
Amn as area(Brief="Element membrane area", Default=10);
# Fluid properties
piDSm(nm) as pressure(Default=100);
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piFm(nm) as pressure(Default=100);
# Auxiliary calculation
vF(nm) as velocity(Default=0.06);
vDS(nm) as velocity(Default=0.08);
ReF(nm) as Real(Brief="Reynolds number", Default=80);
ReDS(nm) as Real(Brief="Reynolds number", Default=80);
kF(nm) as Real(Brief="mass transfer coefficient", Unit = ’m/s’, Default=1e-5);
kDS(nm) as Real(Brief="mass transfer coefficient", Unit = ’m/s’, Default=1e-5);
ScF as Real(Brief="Schmidt number", Default=800);
ScDS as Real(Brief="Schmidt number", Default=800);
ShF(nm) as Real(Brief="Sherwood number", Default=35);
ShDS(nm) as Real(Brief="Sherwood number", Default=35);
dpF(nm) as pressure(Brief="Feed head loss", Default=0.05);
dpDS(nm) as pressure(Brief="Draw solution head loss", Default=0.05);
PinF(nm+1) as pressure(Brief="Inlet feed pressure");
PinDS(nm+1) as pressure(Brief="Inlet DS pressure");
lambF(nm) as Real(Brief="Friction factor for Feed", Default=1.5);
lambDS(nm) as Real(Brief="Friction factor for DS", Default=1.5);
Lm as length(Brief="Membrane length");
dh as length;
x as length(Default=40);

EQUATIONS
Fi(1)=Fin;
Fi(nm+1)=Fout;
Di(nm+1)=DSin;
Di(1)=DSout;
cFi(1)=cFin;
cFi(nm+1)=cFout;
cDi(nm+1)=cDSin;
cDi(1)=cDSout;
"Length calculation"
Am = x*L*Nl;
Amn = Am/nm;
Lm = L/nm;
"Feed Schmidt"
ScF = miF/(rhoF*D);
"Draw solution Schmidt"
ScDS = miDS/(rhoDS*D);
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Jwa = sum(Jw)/nm;

for index in [1:nm] do
"Element Mass balance"
Fi(index) + Di(index+1)=Fi(index+1)+Di(index);
"Element Mass balance with flux"
Fi(index)-Fi(index+1)=Jw(index)*Amn;
"Salt Mass balance"
MM*cFi(index)*Fi(index) +Js(index)*Amn = MM*cFi(index+1)*Fi(index+1);
"Salt Mass balance with flux"
MM*cDi(index+1)*Di(index+1) - Js(index)*Amn = MM*cDi(index)*Di(index);
"Average feed concentration"
cFm(index) = (cFi(index) + cFi(index+1))/2;
"Average draw solution concentration"
cDm(index) = (cDi(index) + cDi(index+1))/2;
"Osmotic pressure - Draw solution average"
piDSm(index) = cDm(index)*R*T*n;
"Osmotic pressure - Feed average"
piFm(index) = cFm(index)*R*T*n;
"Feed Reynolds"
ReF(index) = vF(index)*rhoF*dh/miF;
"Draw solution Reynolds"
ReDS(index) = vDS(index)*rhoDS*dh/miDS;
"Feed average velocity"
vF(index)*(Nl*dpt*x) = ((Fi(index)+Fi(index+1))/2);
"Draw solution average velocity"
vDS(index)*(Nl*dpt*x) = ((Di(index)+Di(index+1))/2);
"Feed Sherwood"
ShF(index) = 0.2*(ReF(index)ˆ2)ˆ(0.57/2)*(ScFˆ2)ˆ(0.4/2);
"Draw solution Sherwood"
ShDS(index) = 0.2*(ReDS(index)ˆ2)ˆ(0.57/2)*(ScDSˆ2)ˆ(0.4/2);
"Feed mass transfer coefficient"
ShF(index) = kF(index)*dh/D;
"Draw solution mass transfer coefficient" ShDS(index) = kDS(index)*dh/D;
"Water Flux"
(Jw(index)+(B)*exp(Jw(index)*(1/kF(index)+S/D)-exp(-
Jw(index)/kDS(index)))) = A*(piDSm(index)*exp(-Jw(index)/kDS(index))-
piFm(index)*exp(Jw(index)*(1/kF(index)+S/D)));
"Salt flux"
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Js(index)*(Jw(index)+(B)*exp(Jw(index)*(1/kF(index)+S/D)-exp(-
Jw(index)/kDS(index)))) = B*Jw(index)*MM*(cDm(index)*exp(-
Jw(index)/kDS(index))-cFm(index)*exp(Jw(index)*(1/kF(index)+S/D)));
"Feed lambda calculation"
lambF(index) = 6.23*(ReF(index)ˆ2)ˆ(-0.3/2);
"DS lambda calculation"
lambDS(index) = 6.23*(ReDS(index)ˆ2)ˆ(-0.3/2);
"Feed head loss"
dpF(index) = (lambF(index)*rhoF*Lm*vF(index)ˆ2)/(2*dh);
"DS head loss"
dpDS(index) = (lambDS(index)*rhoDS*Lm*vDS(index)ˆ2)/(2*dh);
"Feed Final pressure"
PinF(index+1) = PinF(index) - dpF(index);
"DS Final pressure"
PinDS(index) = PinDS(index+1) - dpDS(index);
end
"Hydraulic diameter"
dh*(2*dpt+2*x) = 4*(dpt*x);
"Mass ratio to DS"
MR = DSin/Fin;
"Recovery ratio"
RR = (Fin - Fout)/Fin;
end

G.4 FO-MVC flowsheet

using "FOrig3";
using "auxiliary";
using "MVCcorrig";
using "HX";

FlowSheet FOMVC

DEVICES
FeedIn as Real (Brief="Feed Stream", Unit=’mˆ3/h’);
DrawSIn as Real (Brief="DS Stream", Unit=’mˆ3/h’);
FO101 as FOrigorous;
MVC101 as MVC;
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P101 as pump;
P102 as pump;
P103 as pump;
cons as Real(Brief="Specific energy", Unit=’kW*h/mˆ3’);
HX101 as HX;
HX102 as HX;
dT as temp delta(Default=5);
CAPEX as currency(Default=1e5);
CapexFO as currency(Default=1e5);
OPEX as currency(Default=1e5);
Membcost as Real(Brief="Membrane cost", Unit=’US$/(mˆ2)’, Default=40);
Cmvc as currency(Default=1e5);
Chx as currency(Default=1e5);
Cp as currency(Default=1e5);
a as Real(Brief="Amortization Factor", Lower=0, Upper=1);
i as fraction(Default=0.10);
Cee as Real(Brief="Electric energy cost", Default=0.05, Unit=’US$/(kW*h)’);
spc as Real(Brief="Specific cost", Lower=0, Upper=50, Default=2,
Unit=’US$/mˆ3’);
NaCl as makeup(Brief="Draw solute make up");
cp as conc mol(Default=0.05);
cpt as conc mol(Default=0.04);
P as flow vol(Default=2);
Ps as flow vol(Default=0.1);

PARAMETERS
propterm as Plugin(Brief="Steam tables", Type="water", File="propterm");
n as Real(Brief="Plant Life", Default=20);
f as fraction(Brief="Plant Availability", Default=0.9);

SET
f = 0.9;
n = 20;

CONNECTIONS
FeedIn to FO101.Fin;
DrawSIn to FO101.DSin;

SPECIFY
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FO101.RR = 0.355;
FO101.cFin = 1.23*’kmol/mˆ3’;
FO101.cDSin = 6.1*’kmol/mˆ3’;
FO101.MR = 0.3;
FO101.PinF(FO101.nm+1) = 0.2*’bar’;
FO101.PinDS(1) = 0.2*’bar’;
FO101.A = 3.96*’l/(h*bar*mˆ2)’;
FO101.B = 1.346*’l/(h*mˆ2)’;
FO101.S = 1E-4*’m’;
# MVC P101.F=FO101.Fin;
# P101.F = FO101.DSout;
P101.Pin = 1e-10*’atm’;
P101.Pout = 2*’atm’;
P101.rho = MVC101.rhoF;
P102.F = MVC101.Fin;
P102.Pin = 1e-10*’atm’;
P102.Pout = 2*’atm’;
P102.rho = MVC101.rhoF;
P103.F = FO101.DSin;
P103.Pin = 1e-10*’atm’;
P103.Pout = 2*’atm’;
P103.rho = FO101.rhoDS;
Membcost = 40*’US$/(mˆ2)’;
MVC101.Fin = FO101.DSout;
MVC101.Fout = FO101.DSin;
MVC101.cFin = FO101.cDSout;
MVC101.Tfin = HX101.Tcout;
MVC101.Tb = 333*’K’;
MVC101.dT = 3.64*’K’;
HX101.Fh = MVC101.PWout;
HX101.Fc = MVC101.PWout;
HX101.Tcin = 298*’K’;
HX101.Thin = MVC101.Td;
HX101.hhot = 3E3*’W/(K*mˆ2)’;
HX101.hcold = 3E3*’W/(K*mˆ2)’;
HX101.Tcout = HX102.Tcout;
HX101.Tcout = HX101.Thin - dT;
HX102.Fh = MVC101.Fout;
HX102.Fc = MVC101.Fout;
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HX102.Tcin = 298*’K’;
HX102.Thin = MVC101.Tb;
HX102.hhot = 3E3*’W/(K*mˆ2)’;
HX102.hcold = 3E3*’W/(K*mˆ2)’;
i = 0.10;
Cee = 0.05*’US$/(kW*h)’;
dT = 6*’K’; #lower dT, higher spc
cpt = 0.034*’kmol/mˆ3’;

EQUATIONS
NaCl.M = FO101.Js(3)*FO101.Am;
cons = (P101.Pot+P102.Pot +P103.Pot + MVC101.Potcs)/MVC101.PWout;
Chx = 1.396*(136*(’US$’)*((HX101.A/(’ftˆ2’))ˆ2)(̂0.6907/2)
+136*(’US$’)*((HX102.A/(’ftˆ2’))ˆ2)(̂0.6907/2));
Cmvc = MVC101.Cmvc;
Cp = 1.419*52*’US$’*(P102.Pout*P102.F+P101.Pout*P101.F+
P103.Pout*P103.F)/(’atm*(mˆ3/h)’);
CAPEX = a*((Chx + Cmvc+Cp)/0.27 + CapexFO)/f;
CapexFO = (FO101.Am*Membcost)/0.3;
OPEX = (MVC101.Potcs+ P101.Pot)*360*’d’*Cee*f+
0.2*CapexFO+NaCl.M*360*’d’*0.3*’US$/kg’;
a = (i*((1+i)ˆn))/(((1+i)ˆn)-1);
spc = (CAPEX + OPEX)/(MVC101.PWout*360*’d’);
cpt*(Ps+P) = (FO101.cFin*Ps+cp*P);
P = MVC101.PWout;
cp = 1e-10*’kmol/mˆ3’;
Ps + P = 50*’mˆ3/d’;

OPTIONS
GuessFile="FOMVC";#"FO101";
# SecondGuessFile="TesteFOpFOMVC";
Dynamic = false;
end

G.4.1 MVC model

using "types";

Model MVC
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PARAMETERS
etac as fraction(Brief="Compressor Efficiency", Default = 0.6);
R as Real(Brief="Universal gas constant", Unit = ’(kJ/(K*kmol))’, Default =
8.314);
MM as molweight(Default = 58.5);
Dens as dens mass;
outer propterm as Plugin(Brief="Steam tables", Type="water", File="propterm");

VARIABLES
Fin as flow vol(Brief="Feed flow", Default=4);
out Fout as flow vol(Brief="Brine outlet", Default=2);
out PWout as flow vol(Brief="Pure Water Outlet", Default=2);
RR as fraction(Default=0.5);
A as area(Default=100);
hvapb as Real(Brief="Vaporization Enthalpy at bulk", Unit = ’kJ/kg’, Default =
2256);
hvapd as Real(Brief="Vaporization Enthalpy at condensator", Unit = ’kJ/kg’,
Default = 2256);
# concentrations
cFin as conc mol(Default=1.5);
cFout as conc mol(Default=3);
rhoF as dens mass(Brief="Feed density", Default=1060);
rhoB as dens mass(Brief="Brine density", Default=1080);
mF as Real(Brief="Feed molality", Default=1, Unit=’mol/kg’);
mB as Real(Brief="Brine molality", Default=3, Unit=’mol/kg’);
phiF as Real(Brief="Osmotic coefficient", Default=0.9, Lower=0.9, Upper=1.3);
phiB as Real(Brief="Osmotic coefficient", Default=0.9, Lower=0.9, Upper=1.5);
# Fluid properties
BPEFin as temp delta (Brief="Boiling Point Elevation of Inlet", Default = 0.63);
BPEFout as temp delta (Brief="Boiling Point Elevation of Brine", Default = 1);
Tv as temperature (Brief="Inlet Compressor Saturation Temperature", Default =
352);
Tfin as temperature (Brief="Feed in Temperature", Default = 352);
Ts as temperature (Brief="Compressor outlet Temperature", Default=370);
Tcin as temperature (Brief="Inlet Compressor Temperature", Default=353);
Tb as temperature (Brief="Inlet Evaporator Condensator Temperature", Default
= 353);
Td as temperature (Brief="Condensator Temperature", Default = 333);
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dT as temp delta (Brief="aprox Td - Tb", Default = 5);
Psatd as pressure(Brief="Saturation pressure @ Td", Default=0.1);
Psatv as pressure(Brief="Saturation pressure @ Tv", Default=0.1);
Potcs as potency (Brief="Compressor Axial Potency", Default=34);
cpvapPW as Real(Brief="Molar Thermal Capacity",Unit = ’kJ/(kmol*K)’, Default
= 33.9);
ghama as Real(Brief="cp/cv", Default=1.33);
q as power(Brief="Heat exchanged at evaporator", Default=150);
U as heat trans coeff(Default=10);
Cmvc as currency(Default=1e5);

EQUATIONS
phiF = 0.93424+0.03957*mF*’kg/mol’+0.00289*(mF*’kg/mol’)ˆ2;
phiB = 0.93424+0.03957*mB*’kg/mol’+0.00289*(mB*’kg/mol’)ˆ2;
rhoF =(1.02297+0.03278*mF*’kg/mol’-6.0732E-4*(Tfin/’K’-
273.15))*10ˆ3*’kg/mˆ3’;
rhoB = (1.02297+0.03278*mB*’kg/mol’-6.0732E-4*(Tb/’K’-
273.15))*10ˆ3*’kg/mˆ3’;
mF*(rhoF-cFin*MM) = cFin;
mB*(rhoB-cFout*MM) = cFout;
"Global Mass balance"
rhoF*Fin = rhoB*Fout + Dens*PWout;
"Salt mass balance"
MM*cFin*Fin = MM*cFout*Fout;
"Recovery Ratio"
RR = (PWout)/Fin;
"Boiling Point Elevation - Feed"
BPEFin = 2*cFin*R*(Tfinˆ2)*phiF/(hvapb*Dens);
"Boiling Point Elevation - Brine"
BPEFout = 2*cFout*R*(Tbˆ2)*phiB/(hvapb*Dens);
"Compressor Outlet Saturation Temperature"
Td = Tb-BPEFin+BPEFout+dT;
"Compressor Inlet Saturation Temperature"
Tv = Tb-BPEFin;
"Energy Balance"
Potcs = (cpvapPW*Tcin/etac)*(((Psatd/Psatv)ˆ((ghama-1)/(ghama)))-
1)*(PWout*Dens/(18*’g/mol’));
"Molar Thermal Capacity"
cpvapPW = 32.22*’kJ/(kmol*K)’+1.92E-3*’kJ/(kmol*Kˆ2)’*Tcin+1.06E-
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5*’kJ/(kmol*Kˆ3)’*Tcinˆ2-3.59E-9*’kJ/(kmol*Kˆ4)’*Tcinˆ3;
"ghama"
ghama = cpvapPW/(cpvapPW-R);
"Heat calculation"
q = rhoF*Fin*4.2*’kJ/(K*kg)’*(Tb - Tfin) + Dens*PWout*hvapb;
q = Dens*PWout*cpvapPW*(Ts - Td)/(18*’kg/kmol’)+ Dens*PWout*hvapd;
"Vaporization heat at bulk"
hvapb = (2499.5698-2.204864*(Tb-273.15*’K’)/’K’-2.304E-3*(Tb-
273.15*’K’)ˆ2/’Kˆ2’)*’kJ/kg’;
"Vaporization heat at condensator"
hvapd = (2499.5698-2.204864*(Td-273.15*’K’)/’K’-2.304E-3*(Td-273.15*’K’)
2/’Kˆ2’)*’kJ/kg’;
"Sat pressure calculation"
Tv = propterm.Tsat(Psatv);
Td = propterm.Tsat(Psatd);
"Area calculation"
(U*(Td-Tb))*A = q;
"U calculation"
U = 1e-3*(1939.4+1.40562*(Tb-273.15*’K’)/’K’-0.0207525*(1/’Kˆ2’)*(Tb-
273.15*’K’)ˆ2+0.0023186*(1/’Kˆ3’)*(Tb-273.15*’K’)ˆ3)*’kW/(K*mˆ2)’;
Tcin = Tb + 0.5*(BPEFin - BPEFout);
Cmvc = 1.374*(430*’US$’*(0.582*(1/(’kW/(K)’))*A*U*(10ˆ(-0.01)*10ˆ-
(0.1)))+7364*’US$’*PWout*Dens/(’kg/s’)*Psatd/Psatv*(etac/(1-etac))ˆ0.7);
end

G.4.2 FO-MVC optimization

Optimization FOMVCopt as FOMVC

MINIMIZE
spc;

FREE
FO101.RR;
MVC101.dT;

EQUATIONS
MVC101.dT > 1*’K’;
MVC101.dT < 4*’K’;
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OPTIONS
Dynamic = false;
GuessFile = "FOMVCteste";
NLPSolveNLA = false;
FeasiblePath = true;
NLPSolver(File = "complex",
MaxIterations = 5000,
RelativeAccuracy = 1e-10, AbsoluteAccuracy = 1e-10);

GUESS
MVC101.dT = 2.3*’K’;
MVC101.Tb = 333*’K’;
end

G.5 MF-MVC flowsheet

using "MVCcorrig";
using "auxiliary";
using "HX";
using "MFmemb";

FlowSheet TesteMVC

PARAMETERS
propterm as Plugin(Brief="Steam tables", Type="water", File="propterm");
n as Real(Brief="Plant Life", Default=20); f as fraction(Brief="Plant Availability",
Default=0.9);

DEVICES
MF101 as MFmemb; MVC101 as MVC;
P101 as pump;
P102 as pump;
cons as Real(Brief="Specific energy", Unit=’kW*h/mˆ3’);
HX101 as HX;
HX102 as HX;
dT as temp delta(Default=5);
CAPEX as currency(Default=1e5);
OPEX as currency(Default=1e5);
Cmf as currency(Default=1e5);
Cp as currency(Default=1e5);
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Cmvc as currency(Default=1e5);
Chx as currency(Default=1e5);
a as Real(Brief="Amortization Factor", Lower=0, Upper=1);
i as fraction(Default=0.10);
Cee as Real(Brief="Electric energy cost", Default=0.05, Unit=’US$/(kW*h)’);
spc as Real(Brief="Specific cost", Lower=0, Upper=50, Default=2,
Unit=’US$/mˆ3’);
cp as conc mol(Default=0.05);
cpt as conc mol(Default=0.04);
P as flow vol(Default=2);
Ps as flow vol(Default=0.1);

SET
f = 0.9;
n = 20;

CONNECTIONS
P101.F to MF101.Fin;

SPECIFY

P101.Pin = 1e-10*’atm’;
P101.Pout = 2*’atm’;
P102.F = MF101.P;
P102.Pin = 1e-10*’atm’;
P102.Pout = 2*’atm’;
MF101.RR = 0.90;
MF101.cFin = 100*’kg/mˆ3’ ;
MF101.cS = 90000*’kg/mˆ3’;
MVC101.RR = 0.5;
MVC101.cFin = 1.85*’kmol/mˆ3’;
MVC101.Tfin = HX101.Tcout;
MVC101.Tb = 333*’K’;
MVC101.dT = 2*’K’;
MVC101.Fin = MF101.P-Ps;

HX101.Fh = MVC101.PWout;
HX101.Fc = MVC101.PWout;
HX101.Tcin = 298*’K’;
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HX101.Thin = MVC101.Td;
HX101.hhot = 3E3*’W/(K*mˆ2)’;
HX101.hcold = 3E3*’W/(K*mˆ2)’;
HX101.Tcout = HX102.Tcout;
HX101.Tcout = HX101.Thin - dT;
HX102.Fh = MVC101.Fout;
HX102.Fc = MVC101.Fout;
HX102.Tcin = 298*’K’;
HX102.Thin = MVC101.Tb;
HX102.hhot = 3E3*’W/(K*mˆ2)’;
HX102.hcold = 3E3*’W/(K*mˆ2)’;
i = 0.10;
Cee = 0.05*’US$/(kW*h)’;
dT = 6*’K’;
cpt = 0.034*’kmol/mˆ3’;

EQUATIONS
cons = (P101.Pot+MVC101.Potcs+P102.Pot)/MVC101.PWout;
Chx = 1.396*(136*(’US$’)*((HX101.A/(’ftˆ2’))ˆ2)ˆ(0.6907/2)
+136*(’US$’)*((HX102.A/(’ftˆ2’))ˆ2)ˆ(0.6907/2));
Cmvc = MVC101.Cmvc;
Cp = 1.419*52*’US$’*(P102.Pout*P102.F+P101.Pout*P101.F)/(’atm*(mˆ3/h)’);
Cmf = 720*’US$/mˆ2’*(MF101.Am)/0.3;
CAPEX = a*((Chx + Cmvc+Cp)/0.27+Cmf)/f;
OPEX = (MVC101.Potcs+ P101.Pot+P102.Pot)*360*’d’*Cee*f+
0.1*720*’US$/mˆ2’*(MF101.Am);
a = (i*((1+i)ˆn))/(((1+i)ˆn)-1);
spc = (CAPEX + OPEX)/(MVC101.PWout*360*’d’);
cpt*(Ps+P) = (MVC101.cFin*Ps+cp*P);
P = MVC101.PWout;
cp = 1e-10*’kmol/mˆ3’;
Ps + P = 50*’mˆ3/d’;

OPTIONS
GuessFile="TesteMVCup";
Dynamic = false;
end
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G.5.1 MF-MVC optimization

Optimization MVCopt as TesteMVC

MINIMIZE
spc;

FREE
# MVC101.Tb;
# MVC101.RR;
MVC101.dT;

EQUATIONS
# MVC101.Tb <= 353*’K’;
# MVC101.Tb >= 333*’K’;
# MVC101.RR <= 0.5;
# MVC101.RR >= 0.3;
MVC101.dT >= 1*’K’;
MVC101.dT <= 7*’K’;

OPTIONS
Dynamic = false;
GuessFile = "MVCoptup";
SecondGuessFile = "TesteMVCup";
NLPSolveNLA = false;
FeasiblePath = true;
NLPSolver(File = "complex",
MaxIterations = 5000,
RelativeAccuracy = 1e-10, AbsoluteAccuracy = 1e-10);
end

G.6 MF-MVC-MD flowsheet

using "MVCcorrig";
using "MDIErig";
using "HX";
using "auxiliary";
using "MFmemb";
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FlowSheet MDMVC

PARAMETERS
propterm as Plugin(Brief="Steam tables", Type="water", File="propterm");
n as Real(Brief="Plant Life", Default=20);
f as fraction(Brief="Plant Availability", Default=0.9);

DEVICES

MF101 as MFmemb;
MD1001 as MDsimplified1;
MVC101 as MVC;
HX101 as HX;
P101 as pump;
P102 as pump;
P103 as pump;
cons as Real(Brief="Electric energy input",Unit=’kW*h/(mˆ3)’, Default=10);
Fin as flow vol(Default=4);
Tfin as temperature(Default=298);
cFin as conc mol(Default=1.5);
Fout as flow vol(Default=2);
cFout as conc mol(Default=3);
P as flow vol(Default=2);
dT as temp delta(Default=5);
dTmd as temp delta(Default=5);
r as fraction(Default=0.5);
RR as fraction(Default=0.5);
CAPEX as currency(Default=1e5);
OPEX as currency(Default=1e5);
Cmvc as currency(Default=1e5);
Cmf as currency(Default=1e5);
Cmd as currency(Default=1e5);
Chx as currency(Default=1e5);
Cp as currency(Default=1e5);
a as Real(Brief="Amortization Factor", Lower=0, Upper=1);
i as fraction(Default=0.10);
Cee as Real(Brief="Electric energy cost", Default=0.05, Unit=’US$/(kW*h)’);
spc as Real(Brief="Specific cost", Lower=0, Upper=50, Default=2,
Unit=’US$/mˆ3’);
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SET
f = 0.9;
n = 20;

CONNECTIONS
Fin to MF101.Fin;

SPECIFY
P101.F = MF101.Fin;
P101.Pin = 1e-10*’atm’;
P101.Pout = 2*’atm’;
P102.F = MVC101.Fin;
P102.Pin = 1e-10*’atm’;
P102.Pout = 2*’atm’;
P103.F = MD1001.Fin;
P103.Pin = 1e-10*’atm’;
P103.Pout = 2*’atm’;
MD1001.Fin = MVC101.Fout;
MD1001.cFin = MVC101.cFout;
MD1001.Tfin = MVC101.Tb;
MD1001.Fout = Fout;
MD1001.cFout = cFout;
MD1001.Tcout = MVC101.Tfin;
# MD1001.Am = 30*’mˆ2’; #easier to vary than dTmd
MD1001.Tcin = Tfin;
MVC101.PWout = 50*’mˆ3/d’;
r = 0.47;
dT = 3*’K’;
Tfin = (25+273)*’K’;
MVC101.cFin = cFin;
cFin = 1.54*’kmol/mˆ3’;
MVC101.RR = 0.50;
MVC101.dT = 4*’K’;
dTmd = 12*’K’; # does not converge under 5
MVC101.Tb = 333*’K’;
MD1001.B = 22E-7*’kg/(Pa*s*mˆ2)’;
MD1001.km = 1.2*’W/m/K’;
MF101.RR = 0.90;
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MF101.cFin = 100*’kg/mˆ3’ ;
MF101.cS = 90000*’kg/mˆ3’;
Cmf = 720*’US$/mˆ2’*(MF101.Am)/0.3;
MF101.P = MVC101.Fin;
HX101.Fh = MVC101.PWout;
HX101.Fc = (1-r)*Fin;
HX101.Tcin = Tfin;
HX101.Thin = MVC101.Td;
HX101.Tcout = MVC101.Tfin;
HX101.hhot = 3E3*’W/(K*mˆ2)’;
HX101.hcold = 3E3*’W/(K*mˆ2)’;
i = 0.10;
Cee = 0.05*’US$/(kW*h)’;

EQUATIONS
MD1001.Tcout = MD1001.Tfin - dTmd;
r = MD1001.C/(Fin);
RR = (P)/MVC101.Fin;
P = MD1001.P + MVC101.PWout;
cons = (MVC101.Potcs+P101.Pot)/P;
Chx = 1.369*(136*(’US$’)*((HX101.A/(’ftˆ2’))ˆ2)ˆ(0.6907/2));
Cmd = 90*’US$/(mˆ2)’*MD1001.Am;
Cmvc = MVC101.Cmvc;
Cp = 1.419*52*’US$’*(P102.Pout*P102.F+P101.Pout*P101.F
+P103.Pout*P103.F)/(’atm*(mˆ3/h)’);
CAPEX = a*((Chx + Cmvc+Cp)/0.27+ Cmd/0.5 +Cmf)/f;
OPEX = (MVC101.Potcs+P101.Pot+P102.Pot+P103.Pot)*360*’d’*Cee*f +
90*’US$/(mˆ2)’*MD1001.Am*0.1 +0.1*720*’US$/mˆ2’*(MF101.Am);
a = (i*((1+i)ˆn))/(((1+i)ˆn)-1);
spc = (CAPEX + OPEX)/(P*360*’d’);

OPTIONS
GuessFile="MDMVCteste";
SecondGuessFile="TesteMVCxx";
Dynamic = false;
end
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G.6.1 MD model

Model MDsimplified1

PARAMETERS
outer propterm as Plugin(Brief="Steam tables", Type="water");
W as length(Brief="Width of retangular flow channel");
dpt as length(Brief="Depth of retangular flow channel");
R as Real(Brief="Universal gas constant", Unit = ’(atm*mˆ3)/(K*kmol)’, Default
= 0.082);
rhoF as dens mass;
rhoP as dens mass;
MM as molweight(Default = 58.5);
dh as length;
eps as fraction(Brief="Membrane porosity");
thk as length(Brief="Membrane thickness");
kV as conductivity(Brief="Vapor conductivity");
Press as pressure;
nm as Integer;
nl as Integer(Brief="Number of leaves in a module", Default=10);

SET
dh = 4*(dpt*W)/(2*dpt+2*W);
W = 1*’m’;
dpt = 1E-3*’m’;
rhoF = 1.04E3*’kg/(mˆ3)’;
rhoP = 0.997E3*’kg/(mˆ3)’;
Press = 1*’atm’;
eps = 0.8;
thk = 200E-6*’m’;
kV = 0.0188*’W/m/K’;
nl = 15; # Adjustment of velocities

VARIABLES
kF as conductivity(Brief="Feed Thermal conductivity");
kP as conductivity(Brief="Permeate Thermal conductivity @ coolant");
miF as viscosity(Default=0.7);
miP as viscosity(Default=0.9);
Fin as flow vol(Brief="Feed flow");
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Fout as flow vol(Brief="Concentrate feed flow");
P as flow vol(Brief="Permeate");
C as flow vol(Brief="Coolant flow");
RR as fraction(Brief="Recovery ratio", Default = 0.02);
B as Real(Brief="MD coefficient", Unit = ’kg/(Pa*s*mˆ2)’);
km as conductivity(Brief="Membrane conductivity");
cFin as conc mol;
cFout as conc mol;
cFavg as conc mol;
xw as fraction(Brief="Water fraction");
Jw as flux mass(Default=1e-3, DisplayUnit=’kg/(h*mˆ2)’); #Js assumed to be
zero
Am as area(Brief="Total membrane area", Default=8);
L as length(Brief="Flat sheet lenght", Default=8);
hFin as enth mass(Brief="Feed enthalpy");
hFout as enth mass(Brief="Concentrate enthalpy");
hCin as enth mass(Brief="Coolant in enthalpy");
hCout as enth mass(Brief="Coolant out enthalpy");
hPout as enth mass;
hPwall as enth mass;
hPureVapF as enth mass(Brief="Pure vapor enthalpy");
hPureVapP as enth mass(Brief="Pure vapor enthalpy");
HtFlux as heat flux;
qc as heat flux;
Hvap as enth mass;
hLsatF as enth mass;
hLsatP as enth mass;
hconvF as Real(Brief="Feed convective heat transfer coefficient",
Unit=’W/(K*mˆ2)’);
hconvP as Real(Brief="Permeate convective heat transfer coefficient",
Unit=’W/(K*mˆ2)’);
Tfin as temperature(Brief="Bulk inlet temperature", Default = 45+273.15);
Tfout as temperature(Brief="Bulk outlet temperature", Default = 43 +273.15);
Tfb as temperature(Brief="Bulk feed temperature", Default = 44+273.15);
Tcin as temperature(Brief="Bulk coolant in temperature", Default = 35+273.15);
Tcout as temperature(Brief="Bulk coolant out temperature", Default = 37+273.15);
Tc as temperature(Brief="Bulk coolant temperature", Default =36+273.15 );
Tfm as temperature(Brief="Membrane temperature @ feed side", Default =
44.5+273.15);
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Tpm as temperature(Brief="Membrane temperature @ permeate side", Default =
36.5+273.15);
TsatF as temperature(Brief="Saturation temperature @ membrane", Default =
317.15);
Tpout as temperature(Brief="Permeate temperature @ exit", Default=36+273.15);
Twall as temperature(Brief="Permeate temperature @ exit", Default=35+273.15);
PvapF as pressure(Brief="vapor pressure @ TsatF @xw");
PsatF as pressure(Brief="Saturation pressure @TsatF");
PvapP as pressure(Brief="vapor pressure @ Tpm @xw=1");
vF as velocity;
ReF as Real(Brief="Feed Reynolds number");
PrF as Real(Brief="Feed Prandtl number");
NuF as Real(Brief="Feed Nusselt number");
vP as velocity;
ReP as Real(Brief="Permeate Reynolds number");
PrP as Real(Brief="Permeate Prandtl number");
NuP as Real(Brief="Feed Nusselt number");
cpF as cp mass;
cp as cp mass(Default=4.18);
S1 as entr mass;
S2 as entr mass;
S3 as entr mass;
S4 as entr mass;
S5 as entr mass;
S6 as entr mass;
S7 as entr mass;
S8 as entr mass;

EQUATIONS
kF = (0.608+7.46E-4*(Tfb-273.15*’K’)*(1-0.98*(1-xw))/’K’)*’W/m/K’;
kP =(0.608+7.46E-4*(Tc-273.15*’K’)*(1-0.98*(1-xw))/’K’)*’W/m/K’;
cpF = 3.93*’kJ/(kg*K)’;
cp = 4.2*’kJ/(kg*K)’;
miF = (8.7E-1*’cP’-6.3E-3*(Tfb-273.15*’K’)*’cP/K’)*(1+12.9*(1-xw));
miP = (8.7E-1*’cP’-6.3E-3*(Tpout-273.15*’K’)*’cP/K’);
Am = L*W*nl;
"Global Mass balance"
Fin = Fout + P;
"Recovery ratio"
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RR = P/Fin;
"Global Mass balance with flux"
rhoF*(Fin - Fout) = Jw*Am;
"Salt mass balance"
MM*cFin*Fin = MM*cFout*Fout;
"Feed average velocity"
vF = ((Fin+Fout)/2/nl)/(dpt*W);
"Coolant average velocity"
vP = ((P+2*C)/2/nl)/(dpt*W);
"Feed Reynolds"
ReF = vF*rhoF*dh/miF;
"Permeate Reynolds"
ReP = vP*rhoP*dh/miP;
"Water Flux"
Jw = B*(PvapF-PvapP);
"Feed Tsat calculation"
PsatF/’Pa’ = exp(23.328-3841*’K’/(TsatF-45*’K’));
"Permeate Tsat calculation"
PvapP/’Pa’ = exp(23.328-3841*’K’/(Tpm-45*’K’));
"Raoults law for dilute solution"
PvapF = PsatF*xw;
"Water fraction"
xw=(1/18)/(((cFin+cFout)/(2*’kmol/mˆ3’))/1000+(1/18));
"Average concentration on feed side"
cFavg = (cFin + cFout)/2;
"Hvap calculation"
Hvap = 2265*’kJ/kg’;
Tfm = TsatF;
"Estimation for feed bulk temperature"
Tfb = (Tfin + Tfout)/2;
"Estimation for coolant bulk temperature"
Tc = (Tcin + Tcout)/2;
"Energy balance on feed side"
rhoF*Fin*hFin = rhoF*Fout*hFout + (HtFlux + hPureVapF*Jw)*Am;
"Feed in Enthalpy calculation"
[S1, hFin]= propterm.propPTl(Press, Tfin);
"Feed out Enthalpy calculation"
[S2, hFout] = propterm.propPTl(Press, Tfout);
"Energy balance on permeate side"
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(HtFlux + hPureVapP*Jw)*Am = rhoP*hPout*P+qc*Am;
"Energy balance on coolant side"
rhoP*C*hCin + qc*Am = rhoP*(C)*hCout;
"Coolant in Enthalpy calculation"
[S3, hCin] = propterm.propPTl(Press, Tcin);
"Coolant out Enthalpy calculation"
[S4, hCout] = propterm.propPTl(Press, Tcout);
"Feed Prandtl number"
PrF = cpF*miF/kF;
"Coolant Prandtl number"
PrP = cp*miP/kP;
"Feed Nusselt number"
NuF = hconvF*dh/kF;
"Coolant Nusselt number"
NuP = hconvP*dh/kP;
"Nusselt correlation for feed"
# NuF = (2.76E-3)*((ReFˆ2)ˆ(0.97/2))*((PrFˆ2)ˆ(3.7909/2));
# NuF = 0.13*((ReFˆ2)ˆ(0.64/2))*(PrFˆ2)ˆ(1/6);
NuF = 0.027*((ReFˆ2)ˆ.4)*((PrFˆ2)ˆ0.15);
"Nusselt correlation for permeate"
# NuP = (2.76E-3)*((RePˆ2)ˆ(0.97/2))*((PrPˆ2)ˆ(3.7909/2)); #Chiam (2014)
# NuP = 0.13*((RePˆ2)ˆ(0.64/2))*(PrPˆ2)ˆ(1/6);
NuP = 0.027*(((RePˆ2)ˆ.4)*((PrPˆ2)ˆ0.15));
"Feed convection"
Jw*(hPureVapF - (hFin+hFout)/2) + HtFlux = hconvF*(Tfb-Tfm);
"Qc flux"
qc=kP*(Tpm-Twall)/dpt;
qc + Jw*(hPureVapP - hPwall) = -hconvP*(Tc-Twall);
[S7, hPout] = propterm.propPTl(Press,Tpout);
[S8, hPwall] = propterm.propPTl(Press,Twall);
Tpout = Twall;
"Heat flux"
HtFlux = (km*(1-eps)+kV*eps)*(Tfm-Tpm)/thk;
"vapor enthalpy"
hPureVapF = Hvap + hLsatF;
[S5, hLsatF] = propterm.propPTl(Press,Tfm);
hPureVapP = Hvap+ hLsatP;
[S6, hLsatP] = propterm.propPTl(Press,Tpm);
end
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