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A fim de obter um conjunto mais completo de dados experimentais sobre
o processo de coalescéncia de bolhas, foram levados a cabo experimentos de
coalescéncia de bolhas esferoidais com uma interface gas-liquido plana e livre de
surfactantes. As propriedades dos fluidos foram medidas e correlacionadas em
uma faixa de temperatura entre 20 e 30 °C. Técnicas de visualizacao em fluidos
foram utilizadas para estimar o tamanho, velocidade e tempo de coalescéncia das
bolhas. O tempo de coalescéncia foi determinado usando dois critérios de “colisao™ o
critério fisico, baseado na distancia entre a superficie superior da bolha e a interface,
e o critério hidrodinAmico, baseado na velocidade da bolha. As distribuicoes
gama representaram bem a distribuicao dos tempos de coalescéncia das bolhas em
suas velocidades terminais. Foi encontrada uma relacao linear entre o tempo de
coalescéncia e o numero de rebotes. O critério hidrodinamico foi mais consistente
na representacao dos nossos dados sobre o tempo de coalescéncia. Um modelo
simplificado foi desenvolvido para descrever o movimento de uma bolha apds sua
primeira colisao com a interface. O modelo foi validado com dados experimentais
e previu adequadamente o movimento das bolhas até a coalescéncia. Uma anélise
comparativa mostrou que o modelo funciona bem usando dois conjuntos de condi¢oes
iniciais, prevendo as velocidades experimentais e a frequéncia de oscilacao das bolhas

nos experimentos.
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In order to obtain a more complete set of experimental data on the bubble coales-
cence process, experiments were conducted with spheroidal bubbles coalescing with a
flat and surfactant-free gas-liquid interface. The fluid properties were measured and
correlated over a temperature range of 20 to 30 °C. Fluid visualization techniques
were used to estimate the size, velocity, and coalescence time of the bubbles. The
coalescence time was determined using two “collision” criteria: the physical criterion,
based on the distance between the top surface of the bubble and the interface, and
the hydrodynamic criterion, based on the bubble’s velocity. Gamma distributions
effectively represented the distribution of bubble coalescence times at their terminal
velocities. A linear relationship was found between coalescence time and the num-
ber of bounces. The hydrodynamic criterion was more consistent in representing
our data on coalescence time. A simplified model was developed to describe the
movement of a bubble after its first collision with the interface. The model was
validated with experimental data and predicted the bubble’s motion and behavior
until coalescence. A comparative analysis showed that the model performed well
using two sets of initial conditions, predicting the experimental velocities and the

bubbles’ oscillation frequency observed in the experiments.
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Chapter 1

Introduction

1.1 Motivation

The study of bubble coalescence plays an important part in many areas of interest in
industrial, engineering and technological applications, such as mass and heat transfer
equipment e.g. bubble columns |2, 3|, separators [4], mineral flotation [5, 6], two-
phase flow in pipes |7, 8], among others. The experimental analysis of this complex
phenomenon improves models and predictions of dispersed multiphase processes
where coalescence can occur.

Coalescence refers to the process in which two or more fluid particles merge
into one after a collision, resulting in the loss of the original particles’ individual
identities. The probability that a collision will lead to coalescence is defined as
coalescence efficiency. In previous studies, several air bubble collisions were observed
within the cell. However, despite theoretical models predicting a high probability of
coalescence, none were actually observed. The coalescence of bubbles at interfaces
resembles the interaction between a small bubble and one of infinite diameter over
an infinite interaction time. In this scenario, the probability of coalescence is always
one, meaning every collision leads to coalescence. This approach has been widely
adopted for its simplicity and high efficiency.

The literature review of bubbles coalescence at an interface showed that it is
important to obtain a more complete data set on the liquid film drainage process
due to the diversity of theoretical assumptions and a lack of estimation of the initial
drainage stage in the ellipsoidal-wobbling bubble regime. For this reason, experi-
ments of air bubbles colliding at a flat free air-water interface without the presence
of surfactants were carried out. We used high-speed imaging in fluids to estimate
the bubble characteristics and coalescence time. A simplified model was proposed
to predict the motion and velocity of bubble at the interface until coalescence.

This work provides novel insights into bubble coalescence, complementing exist-



ing data and presenting results that align with previous knowledge. These results are
important for planning new experiments of bubbles’ coalescence using other fluids

and conditions.

1.2 Objectives

1.2.1 General Objective

e Realize an analysis of the coalescence time of ellipsoidal-wobbling air bubbles

colliding with an air-water interface for different approaching velocities.

1.2.2 Specific Objectives

e Adapt the coalescence cell built by COELHO [9] for experiments of bubble

coalescence with a flat interface.

e Measure density, viscosity, electrical conductivity, and surface tension at dif-

ferent temperatures in a working range of 20 to 30 °C.
e (Calculate the coalescence time of an individual distribution of bubbles.

e Analyze bubbles’ bouncing and coalescence criterion.

1.3 Organization

The work is divided into the following chapters.

Chapter 2 provides a literature review concerning the effect of the characteristics
of bubbles rising in still liquid on the coalescence time at a flat gas-liquid interface
without surfactants and the modeling of bubble bouncing at the interface until
coalescence.

Chapter 3 presents the experimental analysis of the coalescence time of bubbles
at a interface with the assessment of two collision criteria.

Chapter 4 comprises the modeling of bubble bouncing and the determination of
the critical Weber number for coalescence.

Conclusions and suggestions are provided in Chapter 5. Additionally, the docu-

ment includes bibliographic references and appendices.



Chapter 2
Literature Review

The shape and movement of bubbles in a fluid due to forces such as gravity, drag,
weight, and added mass have been addressed in several literature works and an a
priori acknowledgment of dimensionless numbers such as Reynolds, Weber, Mor-
ton, Eotvos, and Galilei [10, 11| can effectively predict the regime and the current
conditions of bounce and coalescence between bubbles [12-14]. To understand the
coalescence mechanism, several studies have analyzed the coalescence of bubbles
with interfaces, as well as the parameters that influence the contact and the coales-
cence times. This chapter summarizes the literature on bubble-interface coalescence
experiments without the presence of surfactants. Additionally, it presents a review

of models for such approach.

2.1 Bubble-Interface Coalescence Experiments

The simplest system for the study of coalescence involves the collision of bubbles
with flat interfaces. The bubble coalescence with interfaces resembles an interplay
between a small bubble and a bubble of infinite diameter for an infinite interaction
time. This approach has been widespread due to its simplicity and high efficiency.

KIRKPATRICK e LOCKETT [15] carried out a set of experiments on bubble
coalescence with flat interfaces to understand the influence of approach velocity on
coalescence. In their first experiment, a cloud of air bubbles was kept within a region
of a vertical tube by a downward water flow. They observed an almost complete
absence of coalescence attributed to the large approach velocities of bubbles in the
cloud. The second experiment confirmed the effect of the approach velocity by
analyzing the coalescence of a single bubble with a diameter of 5 mm colliding
with an air-water interface. They found that bubble coalescence was rapid at a
low approach velocity because the film rupture occurred before the bubble bounced,
while, at a high approach velocity, the bubble bounced before the film rupture,

considerably increasing the coalescence time.

3



DOUBLIEZ [16] performed experiments to measure the thickness of a thin lig-
uid film formed between an interface and approaching bubbles at terminal velocity
using either distilled water or alcoholic solutions. Bubbles from 0.54 to 0.86 mm in
diameter were formed at the tip of a capillary tube by blowing nitrogen at a rate of
less than one bubble per second. He measured the liquid film thickness using inter-
ference fringe shifts, showing that it can reach the order of microns. In addition, he
concluded that the models based on the lubrication theory fail to predict the initial
drainage stage due to their assumptions.

SANADA et al. [17] conducted bubble-interface coalescence experiments using
silicone oil and nitrogen bubbles recorded using a high-speed video camera. They
concluded that the coalescence time is a single function of the Weber number in
low-viscosity liquids with Mo < O(107®), observing that the coalescence time in-
creases with the Weber number. The number of bounces was the most influential
parameter determining the coalescence time. In addition, they determined a critical
Weber number for coalescence for low-viscosity liquids that agreed well with the ex-
perimental and theoretical results of [18], whose values are We,,.;; = 0.104 and 0.117,
respectively. They showed that the coalescence time is longer for a high-viscosity
liquid for the same Weber number. They also observed the formation of foaming
above the interface of high-viscosity liquids.

SUNOL e GONZALEZ-CINCA [13] observed air bubbles with diameters between
0.27 and 1.85 mm rising and bouncing at an ethanol-air interface. They concluded
that the bouncing time, defined between the first collision (the first maximum in
the bubble position) and the coalescence, increases linearly with the Weber number,
and the height of the first bounce also depends linearly on the bubble equivalent di-
ameter. They noted that the movement of the bubble center is similar to a damped
oscillator, and a large bubble does not reach heights larger than its equivalent di-
ameter after the first bounce because the buoyancy force drastically decreases the
bubble velocity after the “collision.”

ZAWALA e MALYSA [19] studied the influence of the impact velocity and the
thickness of the film formed on the coalescence time at a water-air interface of
bubbles with diameters ranging between 1 and 1.76 mm. They concluded that
the higher the impact velocity, the larger the bubble shape deformation and the
liquid film thickness formed between the bubble and the interface. Furthermore,
the larger the liquid film thickness, the longer the time required to reach the film
rupture thickness, in other words, the more intense the bubble bouncing. The
latter statement agrees with KIRKPATRICK e LOCKETT [15] results. ZAWALA
e MALYSA [19] estimated a critical thickness of rupture of the liquid film using
a lubrication model between 5 and 18 pm for coalescence times of 3 and 5 ms,

respectively, assuming an initial film thickness of 100 pm.



SATO et al. |20] conducted experiments of bubbles bouncing at a free surface in
pure water to verify the validity of a simple mass-spring model. The model agrees
well with the experiments, and the time of the bubbles contacting the free surface
was a function of the characteristic period of the oscillator.

HORN et al. [14] presented a coalescence map for bubbles in surfactant-free
aqueous electrolyte solutions consisting of a plot of salt concentration against bubble
approaching speed to indicate the transitions between the different types of behav-
ior during bubble collisions being affected by surface forces, the thin film drainage
and the boundary conditions (mobile and immobile interface) at the air-water inter-
face. They validated a compilation of literature results including KIRKPATRICK e
LOCKETT [15] and LEHR et al. |21]. For these authors, the critical Weber num-
ber above which the bubbles bounce is equal to 1, which agrees to the solutions of
the flow and deformation during the approach of two bubbles along their centerline
presented by CHESTERS e HOFMAN |[22], but is only half of the critical Weber
number measured experimentally by SANADA et al. [12]. The criterion of criti-
cal Weber number separates two regimes in the bubble coalescence map defined by
HORN et al. [14]: the rapid inertial drainage and the elastic bounce regime.

The bubble regime can be effectively predicted using the dimensionless numbers
Galilei, E6tvos, Reynolds, and Morton. Dimensionless numbers such as Fo and Mo
depend solely on the properties of the continuous and dispersed phases, whereas
Rey and Mo also depend on the phase velocities in addition to the properties of
the phases. Figure 2.1 presents the E6tvos, Morton, and equivalent diameter of the
experimental data set I by FONTALVO et al. [27] plotted within the Eétvos-Morton-
Reynolds diagram by CLIFT et al. [10]. The expected bubble regime corresponds
to the oscillating ellipsoidal or wobbling region in the gray region on the map,
which aligns with the observations from the bubble trajectories. Experiments were
conducted in a region where the terminal velocity was achieved, but the ellipsoidal
motion had not yet fully developed. To analyze the influence of this trajectory
on coalescence time, it is necessary to use more than one camera to capture the
displacement in different planes.

Likewise, the experimental dimensionless Galilei and E6tvos numbers were plot-
ted in the Galilei - E6tvos diagram presented by TRIPATHI et al. [11]. As shown
in Figure 2.2, the expected bubble regime corresponds to the oscillatory region (de-
picted in blue on the map) and is located very close to the yellow region, representing
peripheral and central breakage. This proximity may explain the appearance of some
satellite bubbles observed in previous experiments. The Galilei number can also be
calculated using the relationship between the Morton and E6tvés numbers, as sug-
gested by TRIPATHI et al., given by Mo = Fo®/Ga*. Additionally, a secondary

vertical axis corresponding to the equivalent diameter was added to the diagram for
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Although the literature on bubble coalescence at a gas-liquid interface is exten-
sive, few works have conducted experiments on bubble-interface coalescence in the
ellipsoidal-wobbling regime. Therefore, more data on this process is necessary to
understand the phenomenon, given the diversity of theoretical assumptions and the
lack of a precise definition of the initial drainage stage.

In this work, experiments were conducted with wobbling air bubbles of approx-

imately 4 mm in diameter, colliding on a flat, surfactant-free air-water interface.



The objective was to estimate bubble characteristics and coalescence times using
advanced high-speed imaging techniques, providing a more comprehensive analy-
sis of the phenomenon. By focusing on the ellipsoidal-wobbling regime, this study
addresses a gap in the literature, revealing longer coalescence times and a higher
number of bounces compared to previously reported values. Furthermore, a linear
relationship between the coalescence time and the number of bounces was estab-
lished, indicating a constant period for the experiments. These findings enhance
the understanding of bubble coalescence and significantly advance knowledge in this
field.

2.2 Bubble-Interface Coalescence Models

The coalescence frequency is calculated by physical models as the product of two
distinct functions: collision frequency and coalescence efficiency. The derived mod-
els, based on physical quantities, are defined according to the mechanisms of each
collision [2, 23|. These models determine efficiency as the ratio between coalescence
time and interaction time. The bubble-interface approach allows the liquid film to
drain until it reaches its critical thickness for rupture, invariably leading to coales-
cence. Thus, the probability of coalescence is always one. Therefore, modeling this
phenomenon focuses on the film drainage rate during the collision and the bouncing
of the approaching bubble at the interface.

DUINEVELD [18] used the coalescence and bouncing condition for two bubbles
derived by CHESTERS e HOFMAN |22] to model the approach of a spherical bubble
to a free surface. The procedure used by the author solves an equation of motion
until the bubble hits the surface and deforms. This condition depends on an initial
distance from the bubble’s center of mass to the surface. After that, they apply the
bouncing criterion determined by the approach velocity. That is, if the velocity is
too low the bubble coalesces with the free surface, otherwise, the pressure in the
liquid film between the bubble and the free surface strongly increases, deforms the
bubble, and exerts a repelling force incorporated into the equation system.

ZAWALA et al. [24] analyzed the bouncing of air bubbles with 1 mm in diameter
at resting and vibrating air/oil interfaces. They modeled the film drainage time and
the dynamic radius of the liquid film formed. The model showed that the drainage
time is directly proportional to the liquid viscosity, the radius of the film formed
(in second power), and inversely proportional to the driving force causing the film
thinning. The model also depends on the initial film thickness. According to ex-
periments, the deformation (radius of the liquid film) allows the bubble to bounce
when the drainage time is longer than the contact time with the interface i.e. a

large deformation increases the drainage time. They also observed that the bub-



bles approached the interface at a constant terminal velocity, then rapidly slowed,
stopped, and bounced. After bouncing, the bubbles began a second approach. The
time to bubble rupture depends on bubble size, liquid viscosity, and the number of
rebounds.

SATO et al. [20] also derived a model to predict the time duration of the contact
of a bubble upper surface with a free surface. The model comprises two linear springs
in series and an energy conservation equation to account for the restoring forces and
deformations of the bubble and free surfaces, calculating contact time based on
their elastic constants, deformations, and approach velocity. Results showed that
for smaller bubbles (equivalent diameter less than 1.2 mm), the deformations of
both the bubble and free surfaces play important roles in bubble bouncing on a
free surface, while for larger bubbles, the contribution of the bubble deformation
for the estimation of the contact time is much less than that from the free surface
deformation.

MANICA et al. |25] modeled the rise and impact of bubbles at an initially flat but
deformable ultra-clean liquid-air interface taking into account the buoyancy force,
hydrodynamic drag, inertial added mass effect, and drainage of the thin film. They
compared the results with literature experimental observations. The collision and
bounce of such bubbles with a water/air, silicone oil/air, and ethanol/air interface
were predicted with excellent agreement without any fitting parameters. According
to the authors, it is essential to start with a model that can predict the approach
speed correctly to model the bouncing behavior accurately.

FENG et al. [26] studied experimentally and numerically the dynamics of an air
bubble bouncing at a liquid /liquid /gas (water/oil /air, respectively) interface, which
they refer to as a compound interface. According to the author, when a bubble
interacts with a thin layer of oil on top of bulk water, the oil layer modifies the
interfacial properties and thus the entire process of bouncing and bubble bursting.
The experiment results suggest that the oil viscosity mainly influences the pressure
in the water film, hence the drainage flow between the oil layer and the bubble. They
compared numerical results from a reduced-order mass—spring-damper model with
experiments to describe the bounce of a droplet/bubble at the compound interface
focused on the contact time and coefficient of restitution. The model was found to
capture the contact time of the first impact quite well.

In view of the aforementioned considerations, a simplified model was proposed
to predict bubble motion at the interface and the critical velocity for coalescence.
This model overcomes limitations primarily influenced by the definition of an initial
film thickness, considering the hydrodynamic criterion as the collision instant. Fur-
thermore, it was estimated that physical parameters such as the decay ratio, added

mass coefficient, and oscillation frequency obtained from experiments align for the



same number of bounces before coalescence.



Chapter 3

Coalescence Time of
Ellipsoidal-Wobbling Bubbles at

Surfactant-Free Interface:
Experimental Analysis and Collision

Criteria

This chapter presents the content of the first article, “Coalescence Time of
Ellipsoidal-Wobbling Bubbles at a Surfactant-Free Interface: Experimental Analysis
and Collision Criteria,” which was published by the journal Chemical Engineering
Science [27].

This work experimentally analyzed bubbles’ coalescence with an air-water in-
terface in the ellipsoidal-wobbling regime for different bubble approach velocities,
encompassing the ranges of E6tvos, Weber, and Reynolds numbers of 2-3, 1-4, and
500-1100, respectively. We employed high-speed imaging to measure the bubbles’
size, shape, velocity, coalescence time, and number of bounces at the interface. We
investigated two criteria to determine the beginning of bubble-interface interaction
(“collision” ): the physical criterion, based on the distance between the bubble top
surface and the interface, and the hydrodynamic criterion, based on the bubble
velocity. Gamma distributions represent the coalescence times of bubbles at their
terminal velocities well. We found a linear relationship between the coalescence
time and the number of bounces. The hydrodynamic criterion was more consistent

in representing our data on coalescence time.
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3.1 Introduction

The coalescence of bubbles and droplets is important in many industrial and en-
gineering applications, occurring in mass and heat transfer processes in bubble
columns |2, 3|, mineral flotation [6, 28|, gas and oil transportation |7|, wastewa-
ter treatment [29|, among others [19, 30].

When two fluid particles, or a particle and an interface, approach each other
(“collision”), a thin film of the continuous-phase fluid forms between them. For
some conditions, this film drains to a critical thickness and breaks, joining the two
interfaces leading to coalescence, in which the film drainage is considered the control-
ling factor |22, 31, 32]. From the bubble “collision”, we can define two characteristic
times: the iteraction time, that is, the time that bubbles remain close to each other,
and the coalescence time, defined as the time interval from the formation of the thin
film to its rupture, which is approximately equal to the film drainage time [33]. Since
not all “collisions” result in coalescence, the conditional probability of coalescence
after a “collision” is the coalescence efficiency. The ratio between the coalescence and
interaction times is used to model the coalescence efficiency [2, 23]. These charac-
teristic times are functions of several parameters such as fluid properties, “collision”
forces or velocities [30, 33|, impurity or surfactant concentration [34-36], mobility
and deformation of the interfaces [37, 38|, gravity [39], among others [40].

The simplest system for the study of coalescence involves the collision of bubbles
with flat interfaces [13, 15-17]. The coalescence of bubbles with interfaces resembles
an interplay between a small bubble and a bubble of infinite diameter for an infinite
interaction time. This scenario always allows the drainage of the liquid film up to
its critical thickness of rupture, leading to coalescence. Therefore, the probability
of coalescence is always one, and any “collision” results in coalescence, as shown in
Figure 3.1a. This behavior contrasts with bubble-bubble interactions, where the
coalescence efficiency can be null under some conditions, as depicted in Figure 3.1b.

Many works analyzed the coalescence mechanisms. These works studied the lig-
uid film thickness at the onset of drainage and just before rupture [16], the influence
of the bubbles’ approach velocity and the thickness of the film formed [15, 16, 41|,
the liquid film drainage rate using models based on lubrication theory [19, 22, 25, 42|,
the number of bounces [20, 25, 43|, and the influence of concentration of surfactants
or additives that affect the interface’s mobility [34-36, 44, 45].

Some works specifically studied the coalescence between a rising bubble in still
liquid and a flat gas-liquid interface without surfactants. KIRKPATRICK e LOCK-
ETT [15] conducted experiments on bubble coalescence with flat interfaces to under-
stand how approach velocity affects coalescence, finding that high approach velocities

led to bubble bouncing at the interface. In contrast, low velocities resulted in rapid
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Figure 3.1: Images of (a) bubbles bouncing and coalescing at the interface and (b)
bubbles’ collisions [1]. No coalescence was observed in the latter experiments.

coalescence. DOUBLIEZ [16] performed experiments using interference fringe shifts
to measure the thickness of the thin liquid film between bubbles and interfaces,
showing that it could reach the order of microns, concluding that the models based
on the lubrication theory fail to predict the initial drainage stage. DOUBLIEZ [16]
discovers a single relationship between coalescence time and Weber number in low-
viscosity liquids, where the number of bounces was the most influential parameter.
They determined a critical Weber number for coalescence in low-viscosity liquids
that agreed well with the experimental and theoretical results of [18|, whose values
are Wegiy = 0.104 and 0.117, respectively. SUNOL e GONZALEZ-CINCA [13]
observed air bubbles at an ethanol-air interface, concluding that the bouncing time
increases linearly with the Weber number, and the height of the first bounce also
depends linearly on the bubble equivalent diameter. ZAWALA e MALYSA [19] stud-
ied the influence of impact velocity and film thickness on coalescence time, finding
that the higher the impact velocity, the larger the bubble shape deformation and
the liquid film thickness, resulting in more intense bubble bouncing, consistent with
earlier findings. SATO et al. [20] conducted experiments of bubbles bouncing at a
free surface in pure water to verify the validity of a simple mass-spring model. The
model agrees well with the experiments, and the time of the bubbles contacting the
free surface was a function of the characteristic period of the oscillator.

Several works addressed the behavior of isolated bubbles ascending in a pool
of a still liquid, predicting the regime from the Reynolds, Morton, and Eo6tvos di-
mensionless numbers [10, 11]. These dimensionless numbers, including the Weber
number, are also used in analyzing coalescence [12, 13]. For instance, HORN et al.
[14] presented a coalescence map for bubbles in surfactant-free aqueous electrolyte

solutions, whose coordinates are the salt concentration and the bubble approach
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velocity, based on the results compiled by KIRKPATRICK e LOCKETT [15] and
[21], among others. The critical Weber number determined agrees with the result
of Weeiw = 1 presented by CHESTERS e HOFMAN [22] for two deformed bubbles
approaching along their centerline. Their coalescence regime map defined the two
regions separated by the critical Weber number as the rapid drainage and the elastic
bounce regimes.

Although the literature on bubble coalescence at a gas-liquid interface is exten-
sive, only some works have conducted experiments on bubble-interface coalescence
in the ellipsoidal-wobbling regime. Therefore, more data on this process is necessary
to model the phenomenon, given the diversity of theoretical assumptions and the
lack of a precise definition of the initial drainage stage. Table 3.1 shows the ex-
perimental conditions carried out by KIRKPATRICK e LOCKETT [15], SANADA
et al. [12], SUNOL e GONZALEZ-CINCA [39], and ZAWALA e MALYSA [19].

Table 3.1 shows a need for experiments for bubbles of intermediate size (2.5-4.5
mm) in the literature. Therefore, in this work, we conducted experiments of 4 mm
bubbles’ coalescence with a flat, surfactant-free air-water interface.

We used advanced high-speed imaging techniques to measure bubble size, shape,
velocity, and coalescence time [46]. We developed and reported new methods for
determining the local bubble velocity and the uncertainties of the bubble image
moments, which were used to obtain bubble size and position uncertainties. The
Eotvos, Weber, and Reynolds numbers’ ranges in our study are also shown in Table
3.1.

To calculate the coalescence time, we defined two “collision” criteria to determine
the instant at which the bubble and interface begin their close contact, forming the
thin liquid film: the physical criterion, based on the distance between the bubble’s
top and the static interface, and the hydrodynamic criterion, based on the bubble’s
instantaneous velocity.

This work structure follows. Section 2 details the materials and methods em-
ployed, providing a clear understanding of how we measured the fluid properties,
set up flow visualization, and conducted the experiments. Section 3 presents the
data analysis, covering image acquisition, processing, bubble data measurements,
the definition of relevant dimensionless numbers, and estimating the uncertainty of
image moments. Section 4 presents the configuration of the experimental data sets.

Section 5 presents and discusses the results, while Section 6 provides our conclusions.
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3.2 Materials and Methods

3.2.1 Materials

The properties of fluids were measured over the temperature range of 20 to 30 °C.
The experiments utilized pure water as the continuous phase, produced by a Marte
Pilsen-type distiller, filtered and demineralized. Its density was measured using an
Anton Paar densimeter model DMA 4200M, with an accuracy of 107* g/cm3. The
viscosity was measured with a HAAKE MARS 40 rheometer, with a torque range
of 20 - 200 nNm and a resolution of 0.1 nNm. Surface tension was measured by a
KRUSS tensiometer, model K100C, using a Wilhelmy flat plate, with a deviation
of 0.02 mN/m within a measured range of 1 to 2000 mN/m. Electrical conductivity
was measured with a Metler Toledo conductivity meter model Seven Excellent, with
a 0.001 pS/cm resolution. Ultra-pure water has a conductivity of 0.055 uS/cm at
25 °C. The density of the air, used as the dispersed phase, is calculated at sea level
using a psychrometric chart.

Measured properties such as density, viscosity, and surface tension of the phases
were correlated with models of one or two parameters capable of predicting fluid
properties within the temperature range of 20 to 30 °C. The temperature of the
liquid phase was measured with a digital thermometer with a resolution of 0.1 °C
and expanded uncertainty of 0.13 °C for a coverage factor of 2. We used a Siberius
digital hygrometer model HTC-2 with a resolution of 0.1 °C to measure room tem-
perature and relative humidity, with measurement uncertainties of 0.30 °C and 1%
RU, respectively, for a coverage factor of 2.

The data and models used to calculate the fluid properties are provided in the
Supplementary Material 1. The standard uncertainties were calculated using Type
A and Type B evaluation methods [47]. The water electrical conductivity was mea-
sured as 0.2 pS/cm at 23 °C.

The water and room temperatures were obtained from an average of four mea-
surements taken during the experimental runs, which gave 24.40 4+ 0.51 °C and
24.8040.68 °C, respectively. Their combined standard uncertainty include repeata-
bility error, thermometer resolution, and data from a calibration certificate. The
mean operating temperature was defined as the arithmetic average between the
mean water and room temperatures.

Table 3.2 presents the properties such as density, viscosity, and surface tension
between the phases with their uncertainties at a 95 % confidence level, calculated at
the mean operating temperature of T = 24.60 +0.43 °C. The percent relative errors
for the density and viscosity of the continuous phase, the surface tension, and the
density of the dispersed phase are 0.70 %, 0.21 %, 0.31 %, and 0.34 %, respectively.
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Table 3.2: Phase properties at T = 23.0 + 0.1 °C.

po [kg/m®|  vo [mPas] o [mN/m]  pp [kg/m’]
997 £ 7  0.964 + 0.002 652+ 0.1 1.184 + 0.001

3.2.2 Experimental Setup

We used high-speed imaging to calculate the bubble characteristics such as volume,
equivalent diameter, and instantaneous velocity in the stagnant liquid. The bubbles
were filmed in the frontal plane of the test section of the experimental setup built
by COELHO [9] to observe coalescence. Figure 3.2 presents a schematic illustration
of the experimental setup. The unit was built to acquire experimental data on
the coalescence efficiency of upward moving bubbles in a downward divergent flow
channel. The experimental setup was adapted to experiments on bubble coalescence
with a flat interface in a liquid pool. A capillary tube with a 2 mm inner diameter
was vertically positioned at the bottom of the test section. This tube was connected
to a 1 ml syringe pump to guarantee slow air injection and achieve a single bubble
formation at its tip. The syringe pump was fabricated using a Stratasys Objet1000
Plus 3D printer. Its injected volume per step was calibrated by adjusting the mean
flowrate calculated based on the difference in mass and the actuation speed for the
syringe pump, driven by an Arduino code. The equipment used in the calibration
included a digital thermometer with a resolution of 0.1°C, two 50 ml beakers, one
100 ml beaker (both cleaned and dried), and a BEL Engineering precision balance
with a resolution of 1 mg.

The equipment used for the image acquisition consisted of a Phantom Speed-
Sense Lab M310 camera, a stroboscopic LED light, and a synchronizer/timer box.
MNlumination was homogenized using a diffuser sheet. The camera has a maximum
acquisition rate of 3260 frames per second (fps) with an image resolution of 1280 x
800 pixels. Its sensor size is 25.6 mm x 16.0 mm of complementary metal-oxide-
semiconductor (CMOS) type, allowing for monochrome or color imaging with 12-bit
depth. Tts pixel size is 20 x 20 pm. The camera was equipped with an AF Micro-
Nikkor lens with a focal length of 60 mm and an aperture range of 2.8 to 32. The
timer box was driven by a National Instruments counter/time board model PCle-
6612, which synchronizes the camera and LED to a computer featuring an Intel Xeon
processor 2.5 GHz (8 CPUs) and 16 GB of RAM. Software Dynamic Studio 2015a of
DANTEC Dynamics was employed to configure acquisition image parameters such

as interframe, exposure, and illumination times.
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Figure 3.2: Experimental Setup.

3.2.3 Experimental Procedure

Before each experimental campaign, the coalescence cell was removed from the ap-
paratus, cleaned, and then rinsed three times with the same water used in the
experiments. Next, we filled the test section with water, and slightly opened the
VW4 valve in Figure 3.2 to allow water to be slowly discharged into the tank to
position the interface. We positioned the interface at the desired height above the
tip of the capillary tube. During the experiments, the valve VW4 remained closed.
Reference strips were placed on the sidewalls of the coalescence cell to facilitate the
interface positioning. We took care to handle water without contaminating it. A wa-
ter sample from each experiment was stored and dated for properties measurements.
The duration of each experimental set, as well as the room and water temperatures,
were recorded. The mean operating temperature was determined.

The camera’s field of view was adjusted to capture the bubble detachment, ascen-
sion, collision, and coalescence with the interface. The focus and effective aperture
of the diaphragm lens were adjusted manually. The distance between the object and
the camera must exceed the lens’” minimum focal distance. Acquisition parameters
were synchronized with the timer box and modified using the Dynamic Studio soft-
ware. We used an illumination time shorter than the exposure time to prevent pixel

saturation, thus reducing the motion blur [46]. The software’s graphical interface
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allowed for a preview visualization of the camera view with the adjusted parameters.
If saturation occurred, we decreased the diaphragm aperture or the exposure time.

Each experimental set comprises several runs, each providing images with the
chosen number of frames in single-frame mode at the selected acquisition frequency,
given in frames per second (fps). In the syringe pump software driver, we configured

the number of steps and the actuation frequency of the pump in steps per second
(steps/s).

3.3 Data Analysis

The image-based measurement procedure comprises three stages: image acquisition,
digital processing, and measurement extraction. The first stage (acquisition) is
sensitive to external parameters such as vibrations, light flicker, focus, and hardware
characteristics like spatial resolution, shutter, and lens distortion. These factors
influence the second stage (image processing), which propagates these effects to the
measurements resulting from the third stage [48]. The following subsections describe
the image acquisition, the image processing, and the measurements’ extraction for

the bubbles’ characteristics.

3.3.1 Image Acquisition

The first step in analyzing an image is calibration. For calibration, we cleaned a 30
cm transparent ruler and positioned it immersed in the water at the center of the
cell aligned with the outlet of the capillary tube tip, as shown in Figure 3.3a. The
points O, A, and B in Figure 3.3a were set respectively at the origin of the image
coordinate plane xy and at two positions separated by a known absolute length, L,
provided by the calibration target. Figure 3.3b shows that the capillary tube and
interface appear black, with a gradual transition from white to black for the latter
due to interface refraction.

From the number of pixels in the image calibration segment, Ny, and the absolute
distance in mm, L, we calculated the scale factor as follows:

We calculated the scale factor as the ratio of the number of pixels in the image

calibration segment and the absolute distance in mm, such that:
K=— (3.1)

A new 2y’ coordinate system was defined for each bubble, whose origin is the

initial position of its barycenter, given by the coordinates in pixels (2, ¥e,). The
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Figure 3.3: Image analysis: (a) estimation of the scale factor for calibration, and
(b) image of the interface and capillary tube tip.
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positions in the x’y’ plane are:

=TTy 3 Y = Y — Yoo (3.2)

Once the conversion factor from pixel to mm is known, the position of a pixel
in mm in the z’y’ plane of the image, representing the horizontal and vertical axis,
respectively, is given by:

/ /

x=2,y=2 (3.3)
K K

3.3.2 Image Processing

The intensity of a pixel, I(z,y), in a grayscale image, is given by an integer value
from 0 to (2% — 1), where bits is the number of bits uses to define each pixel, that
is, the number of represented grayscale tones. The values of x and y are the pixel
positions in the image coordinate plane, also represented by integer values, with
x=1,..Nyand y = 1,..., N, for images with a resolution of N, x NN, pixels. For
instance, in 12 bits, the image can store up to 4096 levels of gray, where usually black
corresponds to 0 and white to 4095. In the case of a binary image, there are only

two values for each pixel, 0 and 1, corresponding to black and white, respectively.

Bubble image processing

Figure 3.4a demonstrates the initial manual image filtering conducted for every ac-
quired image set. This step is crucial as it delineates the phenomenon of interest
from the detachment of the bubble from the capillary to its coalescence with the
interface. The detachment corresponds to the neck break that connects the bubble
to the capillary, while the coalescence corresponds to the rupture of the liquid film

between the bubble and the interface. Following this, a series of sequential oper-
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Figure 3.4: Image processing: (a) bubble detachment and coalescence, and (b)
sequence of steps done on the image processing.
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Figure 3.5: Pixel intensity values near to bubble interface and resulting binary
image.

ations were systematically applied to each image to identify the bubbles and their
characteristics. The sequence of image processing steps and the resulting image at
each stage are clearly depicted in Figure 3.4b.

We employed the following image operations: pixel inversion, invert image sub-
traction to eliminate static elements, pixel inversion to return to the values of I(z, y)
of the original image, image binarization using Eq. 3.4 with the threshold intensity,
Lipresn, determined by Otsu’s method [49], bubble filling to eliminate the dark region
in its center, and image masking to remove uninteresting areas or elements defined
in a mask from the image set, particularly reflections of the bubble when it is close

to the interface.

0 , if I(JZ, y) > Ithresh
I(x,y) = 3.4
() { 1 , otherwise (3:4)

Figure 3.5 shows the intensity values close to the bubble interface for a 12-bit
grayscale image on the left and the resulting image of the above processing that
generates the filled binary image with I = 1 inside the bubble on the right.

The algorithm also executes the following steps to determine the uncertainties

in the image moments due to the bubble image binarization.
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e Using the final binarized image of the bubble, it calculates the number of pixels
inside the bubble, N,, and outside, N,,;, as being the difference between the
total number of pixels (N, x N,) and Nj.

e Using the original grayscale image of the isolated bubble, it determines the
AlLipresn as 5 % of the difference between the mean intensity values inside,
I, and outside the bubble, I,,, such that Al = 0.05|1,, — Ip|, where
Lowt = 1/ Ny Sopest I, and Iy = 1/Ny 3502 1.

e It determines the perturbed thresholds of intensity Iinesn + Alphresn and

Linresh — Alipresn and the resulting values of Nlj' and N, , respectively

The algorithm calculates the zeroth and first image moments of the binary image

from their definitions:

Ny

iy = // iy (e, y)dedy = S wlylAcAy, (i) = (00), (10), (01)  (3.5)

k=1

where Axz = Ay = 1 in pixel units. The zero-order moment, mgy, corresponds to

the area of the bubble in pixel units, whose barycenter in the zy coordinates is:

mio mo1
Te=— 3 Y= — (3.6)
Moo Moo
Then, it computes the second-order central moments of the binary distribution,

ij, ¢+ J = 2, from:

Ny

i = [[ @ = 20ty = w1 )dody = 3 (Aa) @nyacsy @D
k=1
where Az, = x, — z. and Ay, = yp — Ye.

Finally, the algorithm recalculates the imagem moments using the perturbed
threshold intensities Lipresn + Alinresh and Lipresh — Alipresn. Section 3.3.5 explains
the calculation of the moments’ uncertainties due to the binarization process.

Besides, for each bubble image, we also determined the coordinates of the lower
(@, Y)bottom and upper (z,y)w, corners of the rectangle that contains the bubble

projected area.

Gas-liquid interface image processing

The interface image processing follows a procedure similar to bubble image pro-
cessing. The procedure begins with binarizing the original grayscale image using a

threshold determined by Otsu’s method, as given in Eq. 3.4. This results in a white

21



Original Processing results

- yintwp

' Yintpottom

g + ytip
a ; N

Figure 3.6: Interface image processing

interface on a black background. Image masking is then applied to remove all image
features except the capillary tube and the interface.

To determine the interface vertical position, the coordinates in pixels of the
lower (Yintyopom) a1d UpPer (Yins,,,) corners of the rectangle containing the interface

projected area are determined. Thus, we defined the vertical interface position as:

Yint = (yinttop + yintbottom) /2 (38)

Figure 3.6 shows the resulting image of the interface processing, indicating the
interface’s top and bottom positions and the vertical position of the capillary tube
tip in pixel units.

The rising height is the vertical distance between the interface position and the

capillary tube tip calculated as:

hris = Yint — Ytip (39)

We used Eqs. 3.1 and 3.3 to calculate the vertical positions of the interface, Y;,,
and capillary tube tip, Y;;,, and the rising height, H,,s, in mm. We assumed the un-
certainty of the interface position as half the difference between the top and bottom
positions, determining the uncertainty in the rising height from error propagation.
The distance from the capillary tip to the interface was carefully selected to ensure
that the bubble reached its terminal velocity without developing the helical motion
observed in previous experiments. Furthermore, the 50 mm thickness of the test

section had no noticeable effect on movement development.

3.3.3 Bubble Data Measurements
Bubble volume and shape

Assuming that the bubble is a spheroid, the second-order central moments calcu-

lated using Eq. 3.7 were used to calculate its major and minor semi-axes and the
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orientation of the major semi-axis with the horizontal |[50]. The major, a, and minor,

b, semi-axes of an ellipse are given by:

(1603718
_ 3.10
“= 7| (3.10)
163748
b= |—-2 3.11
v (3.11)

where A\; and A\, are the eigenvalues of the covariance matrix of the second-order

central moments, given by:

20 t fo2 VAR + (20 — po2)?
)\1’2 = +

5 ,)\1 > )\2 (312)

The angle of the major semi-axis with the x-coordinate axis is calculated as

1 2
6 = - tan~! <$> (3.13)
2 20 — Ho2

We computed the inverse tangent function in the above equation using the function

follows:

atan2(2pu11, oo — floz) as it gives § in the correct quadrant.
The complete analysis of the image moments and its interpretation using the
elliptical shape assumption is presented in the Supplementary Material 1.
The bubble’s projected area approximated as an ellipse was calculated from its
major and minor semiaxis as:
Aettipse = mab (3.14)

The bubble’s volume was approximated to that of an oblate or prolate spheroid,

depending on the orientation of its semi-axes, as follows:

4
V= ?ﬂabc (3.15)

where

(3.16)

_{ a, if —45° <0 < 45°

b, otherwise

The bubble’s equivalent diameter is defined by:

d. = {/6V/m (3.17)

To evaluate mean values for area, volume, and velocity of each bubble with
minimal interference from its detachment and “collision” with the interface, we used
just the images acquired when the bubble barycenter was in middle half of the
available liquid height, that is, Y/ € [V, .+ AY"Y! —— AY’|, where Y. =0,

min ) max man
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Y e = max{Yy, }, and AY' = 0.25Y ..

Considering N images, the bubble’s mean area and volume were calculated using

the following weighted average:

N
D=1 Pntn

N
Zn:l Wn

where ¢, is the variable value, and w, is the corresponding weight given by the

p= (3.18)

reciprocal of the experimental measurement uncertainty w, = 1/u(p,). The sample

i1 (=)
N—1

diameter was determined from the bubble’s mean volume using Eq. 3.17.

standard deviation was also calculated as s, = . The mean equivalent

The mean velocity was estimated in as the slope of the linear model:

whose parameters were adjusted using the Orthogonal Distance Regression (ODR)
method [51].

To evaluate the accuracy and repeatability of the d. and Uy data for each
experimental data set, we determined the arithmetic means of their determination
errors at the 95% confidence level and their standard deviations, both expressed as

percentages of the corresponding mean values.

Bubble’s instantaneous vertical velocity

The vertical component of the bubble’s velocity at a given time instant, ¢, is obtained
by adjusting the linear model Y/(t) = ({t + (] to a (¢,Y)) data set in a time interval
around t. The () and (] coefficients were also estimated using the ODR method,

being ij, = ({. The data set is symmetrically distributed around ¢ in a moving

window given by At = 2nAt,,;,, where At = 1/faeq- The window contains
2n +1 points from Y'(t; — nAt,in) to Y'(t; +nAtym), or Y], to Y/, considering
Y/ =Y'(1)).

For the initial (j < n) and the final (j > N — n) time instants, the fitting of
the data sets in the interval from Y to Y, and from Y} _, to Y}, respectively,
determines the instantaneous velocity. The first and the last velocity values were
calculated by forward and backward finite differences, respectively.

We assumed that there is an agreement between the instantaneous velocity cal-
culated using two different windows (At¢; and Aty) when there is a large percentage

(>95%) of their points satisfies the following condition:

Uy (t, Aty) — Uy (t, Aty))|
[u[Uy (t, At2)]? + u[Uy (t, Aty)]?]05

<1 (3.20)
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Estimation of coalescence time

The drainage of a thin liquid film formed when the bubble and the gas-liquid inter-
face are very close to each other controls the coalescence time. Since the thin film
thickness is of tenths of micrometers [16], image analysis cannot resolve it. Thus,
we defined the coalescence time as the time interval between the instant when the
bubble finally coalesces with the interface, t;, and the time, ¢.,;, which is the onset
of formation of the thin liquid film between the interfaces. Thus, the coalescence
time is defined by:

te =15 — leoun (3.21)

Since the image analysis cannot resolve the liquid film thickness, to determine
teotr, we defined two criteria for its onset: the first time the bubble gets close to the
gas-liquid interface, that is, at the first “collision.” The physical collision criterion
(PCC) defines t.; when, for the first time, the distance between the bubble’s top

surface and the interface is null, considering its uncertainty:
tcoll = ij if hfj — u(hfj) < 0 (3.22)

where hy at the time instant ¢; is the distance between positions of the top surface

of the approaching bubble, Y;,,, and the static interface, Yj,;, given by:

hy,

J

= Yint — thopj (323)

Image processing estimated the bubble’s top surface and static interface posi-
tions. We assumed the interface position as the average between the top and bottom

interface positions, that is:
}/;;nt = (Knttop + nntbottom)/Q (324)

The hydrodynamic collision criterion (HCC) defines ¢.,; when, for the first time,

the bubble’s vertical velocity is null considering its uncertainty:
tcoll = tj if ij — U(ij) < 0 (325)

The mean and standard deviation of the t. data for several bubbles were calcu-
lated directly from the experiments and by assuming a two-parameter («, ) gamma

cumulative distribution of the form:

(3.26)
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where t. = o/ and s(t.) = \/a/B%2. We calculated the experimental cumulative

density function as:

N
- 1
F(t,) = —= 1 2
) = 2 (327)
te; <te

and used it to determine o and [ with their uncertainties at a 95 % confidence level
using the ODR method.

3.3.4 Relevant Dimensionless Numbers

In this study, the relevant dimensionless numbers are E6tvos, Morton, Weber, and
Reynolds, defined as:

=2
Apgd
Eo= 2P9% (3.28)
g
4 o 4A
Mo = 9”0<p§ _ pp) _ Frop (3.29)
PcO Pco
_2_
U.d.
We = P2 (3.30)
g
oo
Rey — PeUsde (3.31)
Vo

3.3.5 Estimation of uncertainty of the image moments.

Applying the generalized Reynolds transport theorem in the continuous formulation

of the moments to calculate the variation of the moments m,;, we have:

) (//D xiyjda:dy) = //D §(z'y”)dwdy + //am) x'y’ (ér, - n)dS (3.32)

where 0D is the boundary of D, r, is the position vector over 0D, n is the outward
unit vector normal to D, and S is the arc lenght along JD. The last term in Eq.
3.32 is the contribution of the size variation of D in the moment variation.

The discrete form of Eq. 3.32 applied to a bubble with N, pixels is:

Ny Nb Ny
o (3et) - Sootaty 4o | Y] 0
k=1 k=1 k=1

The uncertainty of m,; comes from Eq. 3.33 as:

u (my;) = \/u2 (mf?) + u? <m§fD)> (3.34)
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where

Ny
u? (mg))> = Zuz(xiyi), (3.35)
k=1

and u (m§?D)> is the uncertainty corresponding to the last term of Eq. 3.33. We

approximated this term using the bubble’s images with N;” and N, pixels, deter-
mined by the threshold perturbation analysis of the binarization process, shown in

Section 3.3.2, giving:
@p)\ _ 17 Nf Ny
U <mij ) =3 [mij” —my’ } (3.36)
where, in pixel units, we defined
.M
N, i g
k=1
Using the uncertainties of the pixels’ positions, u(zg) and u(yg), we can write:

o) =iy (M2) - (22) g

which, by assuming that u (z;) and wu(yx) are equal to the sensor’s positioning

uncertainty, u (z), becomes:

Gl @) e

Since u(z) is quite small and the factor between brackets in Eq. 3.39 is also

small for the lower order moments as i << x, and j << y, we neglected u? (mﬁ?)

in Eq. 3.34, obtaining;:

u(mi;) =u (m@D)> = % [mNbJr - mm’_} (3.40)

ij ij ij

Similarly, we approximated the uncertainties of the central moments as:

oD L ne Ny
u(pij) = u <M§j )> D) [Mz‘jb — Mg’ ] (3.41)

where, in pixel units, we defined

Ny
+ . .
uffb = Z (Azg)"(Ayr)? (3.42)
k=1

Appendix 3.A gives details on the evaluation of the uncertainties of all bubble’s
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characteristics, derived quantities, and dimensionless numbers described in Sections
3.3.3 and 3.3.4.

3.3.6 Numerical procedure

We implemented all image analysis and data processing in Python using some li-
braries: OpenCV (version 4.6.0.66) for thresholding and binarization, NumPy (ver-
sion 1.23.1) and Pandas (version 1.4.3) for handling data arrays and data frames,
SciPy (version 1.9.0) for performing regression using the ODR method [51], and
Matplotlib (version 3.5.2) for generating graphics.

We implemented the algorithm to process an image to obtain the binarized bub-
ble image, determine its moments, calculate the perturbation to the binarization
threshold, and determine the moments’ uncertainties by recalculating the moments
of binary bubble images obtained using perturbed thresholds. We validated the
algorithm against images with known moments.

We also implemented the algorithm to determine the bubble’s local vertical veloc-
ity using the bubble barycenter positions in a set of consecutive frames in a moving

time window and the ODR package for model fitting.

3.4 Experimental data sets

We performed experiments using different camera acquisition frequencies, pump
actuation speeds, and image resolutions. We organized the experimental runs into
different data sets to determine the bubble characteristics, coalescence time, and
number of bounces. For all experimental data sets, we employed a micro-Nikkor lens
with a focal length of 60 mm, an effective aperture of f/D = 16, and an exposure
time of 50 ps. The image resolution was 1280 x 800 pixels, Nfrgmes = 2500 in
single frame mode and Ny.ps = 212. For 212 steps in the syringe pump, the injected

volume was 40.4 £ 1.5ul, calculated by the pump volumetric calibration:
Vvinj = NstepsRv (343)

where R, = 0.19 + 0.01 ul/step is the pump volumetric resolution for the 1 ml
syringe. The injected volume at each experimental run generated a unique bubble
with an equivalent diameter of approximately 4.26 mm.

Table 3.3 lists other configurations used for the different data sets and gives the
values for the scale factor. The reader should note that the scale factor error is
approximately 3% for all experimental data sets. One of the configurations in Table
3.3 is the time delay between the activation of the syringe pump (first action) and

the camera trigger (second action), which was necessary to capture the bubble’s
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Table 3.3: Configurations of the experimental data sets.

. Data Sets
Configurations I i i
Runs 1-30 31-35 36 — 40
facq (fDS) 500 1000 1000
fpump (steps/s) 50 10 10
Delay (s) 1.5 21.0 21.0

% (px/mm)  23.0£0.7 2254 0.6 49.9 + 1.4
T,, (°C) 237403 23.04+0.1 23.0+0.1

detachment, ascension, and coalescence with the interface. The mean operational
temperature for all experiments was in the 23-25 °C range. Table 3.3 lists the T,,
values for data sets I, II, and III.

Appendix 3.B compares bubble volume via pump calibration and image process-
ing for different pump actuation and acquisition frequencies. Results show that the

mean bubble volume is independent of the injection flow rate up to 200 steps/s.

3.4.1 Configurations of the experimental data sets

For data set I, the total acquisition time was 5 s, and the injection time was 4.24 s.
Therefore, the time delay of approximately 1.5 s allows for measuring coalescence
times up to 2.26 s, which is the difference between the total acquisition time and
the injection time plus the time delay.

To measure the bubble characteristics better, we reduced the pump actuation
frequency by five times and increased the image acquisition frequency by twice in
experimental data set II. For this data set, the total acquisition time was 2.5 s,
and the injection time was 21.2 s. Therefore, a delay of approximately 21.0 s was
necessary, allowing recording up to 2.3 s of the phenomenon.

We conducted experimental data set 1II to analyze the bubbles’ bouncing at
the interface with the highest possible resolution of our equipment by using the
minimum focal length and rotating the camera 90 degrees to maximize the number
of pixels vertically. The scale factor obtained was almost double that of previous
experiments. Additionally, we decreased the distance between the interface and the
injection tube to obtain bubble approaching velocities lower than their terminal

velocity.
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Figure 3.7: Bubble behavior in coalescence experiments: 1 - Detachment, 2 - As-
cension, 3 - Bouncing and coalescence.

3.5 Results and Discussion

The Supplementary Material 1 lists the results for the bubble characteristics, di-
mensionless numbers, and coalescence times of each run of experimental data sets
I, II, and III.

3.5.1 Bubble behavior

Figure 3.7 illustrates three stages of bubble behavior after detachment from the
capillary until coalescence. The first stage occurs immediately after the detach-
ment, where the lower part of the bubble moves much faster than the rest due to
the action of the interfacial forces. In the second stage, the bubble deforms as it
ascends through the fluid, assuming approximately the shape of a spheroid. The
final stage involves the bubble’s interaction with the interface, where its shape is
approximately a spherical cap that oscillates and slides at the interface until co-
alescence. Furthermore, the interface deforms and is pushed upwards due to the

bubble’s presence.

3.5.2 Image Processing Validation
Static Interface Position

Table 3.4 presents the results of the image processing applied to images of the static
air-water interface from experimental data sets I, II, and III, determined as described
in Section 3.3.2. Table 3.4 lists the values for Yi,,,,, Y; Yint, Yeip and H,s,

which are the vertical positions of the top, bottom and middle of the interface,

Nepottom I

the tip of the capillary tube, and the rising height. All vertical positions represent
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Table 3.4: Static interface processing results.

Set }/;nttop [mm] Yintoorsom [mm] Yint [mm] Yiip [mm] H,.is [mm]

I 2777 £ 0.1 26.5 £ 0.1 271 £ 0.6 2.11 £0.02 25.0 £ 0.6
IT 284 +£0.1 279 £ 0.1 28.1 £ 03 318 £0.02 249+ 0.3
I 9.89 + 0.01  8.37 £ 0.01 91+£0.8 1.17£0.01 80=£0.8
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Figure 3.8: Bubble’s ascension: (a) trajectory of bubble barycenter, and (b) vertical
positions of the bubble’s centroid, top and bottom surfaces. Run 1 of experimental
data set I.

heights from the bottom of the image.

Bubble volume and velocity

We chose run 1 of the experimental data set I from Table 3.3 to exemplify the
determination of the trajectories, volume, mean ascension velocity, and the vertical
component of the instantaneous velocity of the rising bubbles.

Figure 3.8a shows the bubble’s trajectory through the X’ and Y’ coordinates of
its centroid, while Figure 3.8b depicts the vertical positions of the bubble’ s centroid,
As observed, the bubble follows an

almost rectilinear trajectory until it approaches the interface. After the “collision”,

and bottom surface, Y,

bottom*

Y!, top surface, Y,

top>’
the bubble oscillates and slides at the interface, as shown by the displacement of
le-;ottom

Figure 3.9 presents the results for the bubble’s volume and ascension velocity of

and the horizontal centroid position, X/, respectively.

run 1. Figures 3.9a and 3.9b represent V' x Y/ and Y/ x t data, respectively, where
V came from Eq. 3.15. The model given by Eq. 3.19 determined Uy~ from Figure
3.9b data. The ODR method provides the standard deviation of Uy and its error
at a 95 % confidence level.

For all runs of data set I, Figure 3.10a compares the mean bubble projected area
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Figure 3.9: Results for the bubble’s (a) volume and (b) centroid position and ascen-
sion velocity for run 1 in the experimental set 1.

estimated from the zeroth-order moment and the mean area determined from the
ellipse’s semi-axes determined from the image second-order central moments. For
the same data, Figure 3.10b compares the mean bubble volume obtained using the
ellipse’s area and the spheroidal shape hypothesis to the injected volume calculated
from the pump calibration. Equation 3.18 calculates the mean values using all
bubble images for a given run during its ascension. The volume injected by the
pump was 40.4 +1.5ul, obtained by the Eq. 3.43, and the light gray region in Figure
3.10b represents its margin of error.

For all runs of data set I, the mean bubble area obtained from the image zeroth-
order moment and the elliptical approximation agree well. The bubble volume
estimated from the injected volume for all runs of this data set also agrees well with
the values estimated from image analysis, as they are equal within their margin of
error. The difference between the mean volume of all runs and the injected volume
is lower than 1%. The image processing determines a single bubble’s volume more
accurately than the predicted injected volume, as shown by the error bars in Figure
3.10b. These results validate the hypothesis of elliptical and spheroidal shapes used
to estimate the bubble’s volumes from the images.

Figure 3.11 compares the mean ascension velocity, Uy, with the vertical com-
ponent of the instantaneous velocity, Uy, calculated as described in Section 3.3.3
using the time intervals of At; = 12 and Aty = 16 ms for runs 1 to 4 of experimen-
tal data set I. These intervals represent moving windows with seven and nine data
points, respectively, as At,,;, = 2 ms for this experimental set. As can be seen, the
velocity uncertainty decreases as At increases. The instantaneous velocity closely
aligns with the mean velocity in the bubble’s ascension period, decreasing when it

approaches the interface. From 98.5 to 99.0 % of the measured data points for each
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Figure 3.10: Comparison of (a) bubbles’ areas using image processing with and
without the elliptical shape assumption and (b) their volumes using image process-
ing and the injected volume determined from the syringe pump calibration for the
experimental data set I.

bubble satisfies the condition given by Eq. 3.20. Hence, we opted for the moving
window with seven data points (At = 12 ms) to estimate the instantaneous bubbles’
velocity. This interval yielded more local and less smooth results, even though with
slightly larger errors than those using a moving window with nine data points. An
increase in the frame acquisition rate might mitigate these errors. A less smoothed
Uy data is important for detecting its steep drop due to the bubble interaction with
the interface.

Figure 3.12 shows Uy, and the bubbles’ top surface velocity, Uyt/op, near the

interface position, Y, . for runs 1 to 4 of the experimental set I. We used the time

int>
window with seven data points to calculate both vertical velocities. The shaded
region corresponds to the Y, error of error. As mentioned earlier, the error of Uy~
increases as the distance between the bubble and the interface decreases due to the
deviation of the data points from the employed linear model. Nevertheless, this
approach gave the lowest error coefficients in the adjustment. Both Uy and Uy, .
decrease, reaching zero when the bubble is at the interface.

In addition, Figure 3.12 shows the “collision” instants detected by the PCC and
the HCC. The PCC relies on the distance between the bubble top face and the static
interface, while the HCC employs the velocity, considering their uncertainties. In
all cases, the collision instant predicted by the PCC criterion precedes that of the
HCC. Using the HCC, after reaching the interface, Uy oscillates around zero until

coalescence.
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Figure 3.11: Behavior of Uy, x Y’ against Uy calculated for the ascension stage.
Uy determined using At = 12 and 16 ms for four runs of the experimental set I,
including the percentage of data agreement using these two intervals.
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window near the interface for four runs of experimental set I.
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Figure 3.13: Equivalent diameter and mean ascension velocity for the experimental
data sets (a) I and (b) II

3.5.3 Effects of the injection flowrate and the image acquisi-

tion rate

To increase the accuracy of the bubble’s characteristics, we obtained the experi-
mental data set II using a pump actuation frequency five times lower (10 steps/s)
and an image acquisition frequency twice higher (1000 fps) than those used in the
experimental data set I.

Figure 3.13 compares the equivalent diameter and mean ascension velocity de-
termined from experimental data sets I and II with the results from CLIFT et al.
[10] for pure and contaminated water. In both experimental data sets, the exper-
imental data for the bubbles’ ascension velocity are within the range of £10 % of
the bubble’s terminal velocity for pure water. The accuracy and repeatability of the
experimental data set T were 0.34 % and 1.20 %, respectively, while the correspond-
ing values for the experimental data set 1T were 0.83 % and 0.23 %. These results
are in excellent agreement with previous knowledge, indicating that we managed to
achieve the conditions of bubble ascension in pure water.

Figure 3.14 shows the behavior of the bubbles’ centroid, bottom, and top vertical
positions over time near the interface for runs 1 and 2 of data set I and runs 31 and
32 for data set II. In experimental data set I, bubbles’ bouncing is easily perceived,
with amplitudes decreasing after each bounce. Although the terminal velocity and
coalescence time results were better determined for the experimental data set II,
observing the number of bubble bounces at the interface was difficult because of the

small amplitude of bounces.

36



21— . . . . . . 21— . . . . . .
20f
19}
E
£ 18t me
N mA
> v
i
17} Ym&
va '
6 O B Yf 1 16f
W o Y'op
i Y'bottom qil i Y'bottom
sl l l l l l P A l l l l l
0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
t[s] t[s]
(a) (b)
21 21—
20f

201

Y’ [mm]
o
©
s
BELLe g g <
Y’ [mm]
- o
] %
; s
Sddaqq
HERE dd 4
»»,“f <a

u]
vg A
T T
oA o,
vy VDA
16} vOx Y. | 16} @% Y'e
;gg o Y'top :%& o Y'op
A
‘Img 2 Y'hottom vily 2 Y'bottom
1501 ol | . . . . . 15l wla L L L L L
0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40
t[s]

t[s]
()

Figure 3.14: Vertical positions of the bubbles’ centroid (Y), bottom surface (Y, ;10m)

and top surface (Y,,) for runs (a) 1 and (b) 2 of data set I, and runs (c) 31 and (d)

32 of data set II.

(d)

37



82 ms 109 ms 1631 ms

o - L&

83 ms 100 ms 849 ms

6 G 6, |

82 ms 109 ms 1215 ms
© i o

(a) PCC (b) HCC (c) Coalescence

Figure 3.15: Snapshots of bubbles from runs 31, 32, and 33 of data set II at “collision”
times with the interface using the (a) PCC and (b) HCC, and (c¢) at coalescence
times.

3.5.4 Coalescence time distribution at terminal velocity

Figure 3.15 displays snapshots of the bubbles’ at “collision” times as detected by
both collision criteria, and at the coalescence time with the interface for runs 31, 32,
and 33 of data set II. Figures 3.15a and 3.15b show, respectively, the “collision” times
according to PCC and HCC, and Figure 3.15c shows the coalescence instants. The
PCC detected the collision when the bubbles were farther from the interface. In
contrast, the HCC detected it when the bubbles visually touched the interface, which
is more consistent with forming a thin film between the bubble and the interface
before coalescence.

Table 3.5 gives the estimated parameters for the gamma distribution using the
coalescence times determined using both “collision” criteria. Both parameters were
determined with uncertainties around 10-12 %. Figure 3.16 compares the adjusted
cumulative distribution with the experimental cumulative density function using
PCC and HCC. For both “collision” criteria, the empirical cumulative distributions
and their adjusted gamma distribution exhibit similarity and agreement.

Table 3.6 presents the mean value, t., standard deviation, s(t.), and their uncer-
tainties at the 95% confidence level for the coalescence time data calculated directly
from the experiments and from the gamma distributions adjusted to the coalescence
times determined using both “collision” criteria. The values of ¢, and s(t.) obtained
directly from the experimental data and from the gamma distribution agree well,

but the ugs(t.) values do not, being about 2.5 times smaller for the estimates using
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Table 3.5: Estimated parameters for the gamma distributions for ¢, for data set I
using both collision criteria.

Parameters
Oé:i:Ugg)(Oé) ﬁﬂ:U95<ﬁ)

PCC 39+04 7.0£0.8
HCC 3.7£04 6.8 0.9

Criterion

10 ==- Ffor PCC \§§
F for HCC e
, el E
¥4 Fusing PCC $ig
0.8F < 7
HH Fusing HCC
0.6
<l
uw
0.4r
0.2
0.0
0.0 0.2 0.4 0.6 0.8 1.0 1.2 1.4
tc [s]

Figure 3.16: Comparison between the “collision” time data obtained using PCC and
HCC for data set I to the adjusted cumulative distributions.

the gamma distributions.

3.5.5 Bubbles’ bouncing analysis

We carried out the experiments of data set III (Runs 36, 37, 38, 39, and 40), with
its larger image resolution, k=49.9 px/mm, to analyze bubbles’ bouncing. Although
the data set T experiments did not always allow us to count the number of bounces
accurately, we managed to extract seven experiments (Runs 5, 8, 14, 16, 20, 23,
and 24) for which we could count the number of bubble bounces. Besides, in data
set III, the bubble rising height was smaller, making the bubbles’ mean velocity
at first “collision” with the interface about 60 % of their terminal velocity (see

Supplementary Material 1).

Table 3.6: Coalescence time results for data set I using both collision criteria.

Crriterion Experimental results Estimates from F'(t.)
tc S(tc) U95(tc) tc Ugs (tc) S(tc> UQ5(S>
PCC 0.56 0.29 0.11 0.56 0.04 0.28 0.02
HCC 0.54 0.29 0.11 054 0.05 028 0.02
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Table 3.7: Morton and Weber numbers for experimental data sets I and III.

Set Mo x 101! We

I 286 £0.03 3.624+ 0.09
I 3.04 £0.03 1.26 £+ 0.19

Table 3.7 presents the Morton and mean Weber numbers with their uncertain-
ties at the 95% confidence level for data sets I and III. According to HORN et al.
[14], if the Weber number calculated with the bubble approaching velocity exceeds
Wee.it ~ 1, the bubble bounces. All our experiments were above this boundary, indi-
cating bubble bouncing, which indeed occurred. The We values for the experiments
in data set III were the nearest to the We,.;; boundary, showing much lower coales-
cence times than those observed for the experimental data set I (see Supplementary
Material).

Figure 3.17 shows the vertical positions of the centroid, bottom surface, and top
surface for the bubbles in runs 36 to 40 of data set III, organizing them according to
the number of bounces. We counted the number of bounces at the interface before
coalescence, considering the number of times the bubble approached the interface
after the first collision. As the amplitude decreases after each “collision”, counting
the bounces as their number increases becomes difficult. Even for the resolution of
data set ITI, it was difficult to count a large number of bounces.

The reader can notice in Figure 3.17 that the uncertainty in the vertical position
of the bubble barycenter largely increases at some instants. Figure 3.14 also shows
the same behavior, although to a lesser extent. These larger uncertainties in Y, came
from the increase in the uncertainties of the zeroth and first-order moments of the
bubble image when its upper surface is close to the gas-liquid interface. We deter-
mined these larger uncertainties were due to lighting changes associated with bubble
and interface deformations that affected the image binarization process. Neverthe-
less, the Y values at such instants agree with those at neighbor points, which do
not present such an increase in their uncertainties. Moreover, we could count the
number of bubble bounces even for the runs that presented such behavior.

SANADA et al. [12] stated that ¢, increases with Npounces- Thus, we assumed
a linear relationship representing the t.(Npounces) dependency, testing linear models
with two parameters and one parameter. For the latter, ¢.(0) = 0, and it is given
by:

te = T Noounces (3.44)

where 7 is the predicted bouncing period in milliseconds.
We fitted the two linear models to the available data for data sets I and III.

In these data regressions, the standard uncertainty on the number of bounces was
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Table 3.8: Comparison of resulting 7 from experiments.

T | ms]
DS 1 DS III DS I+I11
PCC 405+14 434+51 409+ 14
HCC 378 £1.5 37.6 £0.4 37.7+ 1.0

evaluated as type B, considering an error of unit and a triangular probability dis-
tribution. Only the Eq. 3.44 model correlated the available ¢. data using HCC or
PCC for both data sets with statistically significant parameter values, which occurs
when the 95 % confidence interval does not include zero. Therefore, we presented
results only for this model.

Figure 3.18 shows the fitted linear model for t.(Npounces) (Eq. 3.44) using the
experimental ¢, data determined either using PCC or HCC for data sets I and III,
either separately or together. Table 3.8 presents the parameter’s values determined
for these different data sets using both collision criteria.

Table 3.8 clearly shows that only the HCC led to a fitted model for both data
sets with the same parameter value with low uncertainties. Besides, Figure 3.18
shows that the fitted models for each data set or for the two data sets using HCC
are identical, which does not occur for the t. data obtained using PCC. Therefore,
the linear model using the . data obtained using the HCC is more consistent with
the available data.

We could not identify any relationship between the coalescence time of a bounc-
ing bubble and its initial approaching velocity (see Tables 5 and 7 of the Supple-

mentary Material).
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3.5.6 Comparison with literature data

This section compares our data with those available in the literature, examining
differences and similarities in bubble diameters, coalescence times, and the number
of bounces.

The bubbles” diameter of 4 mm presented in this study is smaller than those in
the experiments conducted by KIRKPATRICK e LOCKETT [15] for bubbles with
a b mm diameter, but larger than those reported by SANADA et al. [17], SUNOL
e GONZALEZ-CINCA [13], ZAWALA e MALYSA [19] and SATO et al. [20], who
analyzed bubbles with diameters smaller than 2 mm.

Our experiments measured larger coalescence times than those reported in the
literature, and our bubbles also bounced more on average.

In our experiments, the coalescence time ranged from 36 to 1550 ms for injection
distances of 8.0 to 25.0 mm, with more than nine bounces observed. KIRKPATRICK
e LOCKETT [15] reported coalescence times ranging from 150 to 180 ms for rising
heights within 8.7 to 27.0 mm, where the bubble either coalesces on the first contact
or oscillates twice before coalescence. On the other hand, SANADA et al. [12]
observed coalescence times from 0 to 60 ms with up to three bounces in low-viscosity
liquids, and ZAWALA e MALYSA [19] reported coalescence times within 3 to 5 ms
with up to five bounces. SUNOL e GONZALEZ-CINCA [13] measured coalescence
times up to 100 ms with up to four bounces, and SATO et al. [20] observed a
maximum of four bubble bounces.

We could determine the bouncing period to be approximately 37.7 ms for bubbles
with the same diameter but different approaching velocities. Only KIRKPATRICK
e LOCKETT [15] reported the time interval between the first two “collisions” to be
within 40 and 60 ms for similar rising heights. For SANADA et al. [17] experiments
with low-viscosity liquids, we estimated bouncing periods within 15 to 25 ms.

For small bubbles in the spherical regime, we expected that the coalescence time
and the number of bounces would increase with the bubble size, as the bubble
approaching velocity also tends to increase for the same rising height. For the
ellipsoidal-wobbling bubble regime, this seems not to be true as KIRKPATRICK e
LOCKETT [15] data and ours, both in this regime with the same range of rising

heights, do not agree in the number of bounces or the coalescence time.

3.6 Conclusions

In this work, we analyzed the coalescence time of ellipsoidal-wobbling air bubbles
with a surfactant-free flat air-water interface. The Morton number was 2.9 x 10711,

and the ranges of E6tvos, Weber, and Reynolds dimensionless numbers were 2 to 3,
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1 to 4, and 500 to 1100, respectively. We used high-speed fluid imaging techniques
to measure the bubbles’ size, velocity, and number of bounces at the interface. Two
criteria to establish the time of the first collision with the interface were defined:
the physical criterion, PCC, based on the distance between the top of the bubble
and the static interface, and the hydrodynamic criterion, HCC, based on bubble
velocity. We present results for the bubble volume, velocity, coalescence time, and
number of bounces at the interface before coalescence.

The terminal velocity of the bubbles was close to its literature value for pure air-
water systems under standard conditions. The distribution of coalescence time for
the bubbles colliding at terminal velocity was estimated using both collision criteria.
A two-parameter gamma distribution was for representing the coalescence time data
for both criteria.

We analyzed the relation between the coalescence time and the number of bubble
bounces. We determined that a linear model with just one parameter, the bouncing
period, can fit our data for both collision criteria. However, only the coalescence
time obtained using the HCC gave the same low-uncertainty value for the bouncing
period for two data sets with quite different bubble-approaching velocities, making
this criterion more consistent with our data. Using the two data sets and the HCC,

the predicted bouncing period was 38 + 1 milliseconds.
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Nomenclature

facq

f pump

Iy
Imaz

I out

Ithresh

Ny

area
ellipse’s semi-major axis

ellipse’s semi-minor axis

domain of N,

equivalent diameter

cumulative gamma distribution
empirical cumulative distribution
frequency of acquisition

frequency of pump

bubble-interface distance

pixel intensity

mean intensity inside bubble
maximum intensity

mean intensity outside bubble
intensity threshold

first index/order

second index/order

calibration segment length

number of total elements in a sample

number of pixels in the calibration segment
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Ny number of pixels inside bubble
Nyubbies number of injected bubbles
Nyounces ~ number of bounces

Nout number of pixels outside bubble

Ntrames — number of frames

Niteps number of steps

N, number of pixels in x coordinate
N, number of pixels in y coordinate
n unit normal vector

n number of element in a sample
m;j image moment of order ¢ and j in the x and y coordinates
I position vector

R, mean pump volumetric resolution
S perimeter

S standard deviation

T temperature

t time

t. coalescence time

teoll collision time

eap exposure time

iy final time

U velocity

u standard uncertainty

%4 volume

Veale volume by pump calibration
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Vinj injected volume

X X position in mm

x pixel position in x coordinate

Thottom bubble bottom position in x coordinate
Ttop bubble top position in x coordinate

Y y position in mm

Yt interface position in mm

Y pixel position in y coordinate

Ybottom bubble bottom position in y coordinate
Ytop bubble top position in y coordinate

Greek letters

a first parameter of the gamma distribution

15} second parameter of the gamma distribution
X generic measure

A difference between magnitudes

n generic power

r gamma distribution

v incomplete gamma function

K scale factor

A eigenvalue

Iij image central moment of orders ¢ and j in the z and y coordinates
Ve continuous phase dynamic viscosity

Vp dispersed phase dynamic viscosity

pc continuous phase density

PD dispersed phase density
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o surface tension

6 orientation of a with the horizontal

© generic variable

¢ adjustment coefficients

Abbreviations

Eo Eo6tvés number

Mo Morton number

Re Reynolds number

We Weber number

ODR orthogonal regression distance
Appendix

3.A Evaluation of the bubble’s characteristics and

derived quantities uncertainties

We obtained the uncertainty of bubbles’ derived quantities by propagation. For
instance, for a generic variable equal to the product of other variables raised to a

. N n .
different power, such as ¢ = [[_, x/", we have:

ulyp) _ ZN: (M)Q (3.45)

¥ n=1 Xn

Hence, the propagation of the uncertainties of the image moments of order zero
and one determined the standard combined uncertainty of the position coordinates
of the bubble centroid (z7,y.) in pixel units. Similarly, the standard combined un-
certainty of the vertical position of the bubble centroid in units of length resulted
from the propagation of the uncertainty of the position in pixels and the uncertainty
of the calculated scale factor. The scale factor uncertainty arises from combining
the uncertainty of the calibration segment length with the uncertainty in the num-
ber of pixels in the segment, where their uncertainties stem from the resolution of
the calibration target and the number of pixels for an error of unit, respectively,

considering a triangular probability distribution.
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The semiaxis uncertainties came from the propagation of the uncertainties of the
eigenvalues of the central moments. In particular, the uncertainty of the eigenvalues

(A12) are calculated as:

“(hia) = \/ (Zsi) + (Pstn) + (utun)) 10

where ) o )
1 H20 — Ho2
= -4 — 3.47
Opgo 2 " 2Ap (3.47)
oM 1 (p20 — po2)
— — _ M FPYe) 3.48
Opoz 2 2Ap ( )
oM 2
= — 4
opn  Ap™ (3.49)
and
Apr = \J44 + (0 — pi)? (3.50)

The uncertainty of the orientation of the ellipse’s semi-axes came by propagating

the uncertainties of the centered moments, being given as:

1
u(f) = A—#z\/ﬂﬂiﬁ(#zo) + piyu? (po2) + (p20 — po2)*u?(pa1) (3.51)

The propagation of the uncertainty of the ellipse’s semi-axes lengths calculates
the uncertainty of the ellipse’s area. The bubble’s volume uncertainty came from the
uncertainty propagation of the semi-axes lengths of an oblate or prolate spheroid,
depending on the orientation of its semi-axes. The uncertainty of the equivalent
diameter was calculated from the volume uncertainty.

The uncertainty in the instantaneous vertical velocity came from the standard
deviation of the parameter of the adjusted linear model obtained via ODR.

The uncertainty of the coalescence time came from propagating the uncertainty
of the final time and the collision time. The uncertainty of any time instant is equal
to the uncertainty of the camera’s exposure time, assuming a triangular distribution.
In addition, the uncertainty in any time interval, At, is u(At) = \/2u2(t).

The relative uncertainty of the bubble-interface distance came from propagating
the uncertainties of the interface and the top face bubble’s position. The uncertain-
ties of the dimensionless numbers are calculated by propagating the uncertainties of
the bubbles’ characteristics and the fluids’ properties.

Finally, all the combined uncertainties were multiplied for a coverage factor to

obtain the error range with 95 % confidence level.
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Table 3.B.1: Configuration of the experimental data set A. For all runs, fpump =
50 steps/s, £ = 23.0 £ 0.7 px/mm, and no time delay.

Run fva (fpS) N](‘ilmes Nsteps

1-5 20 2000 1313
6 - 10 200 2500 212

) in single frame mode

3.B  Comparison of bubbles’ mean volumes from

pump calibration and image processing

Two methods estimated the mean bubble volume: method 1, which employs the
syringe pump calibration, and method 2, which uses the image processing described

in Section 3.3.

3.B.1 Bubble volume from pump calibration (Method 1)

We calculated the mean bubbles’ volume from pump calibration as the ratio of
the injected volume divided by the number of bubbles generated during injection,
Vear = Vinj/Noubbies, in which Nypes can be obtained from image observation or
signal treatment from image processing. The injected volume is the product of
Niieps in each run and the pump volumetric resolution obtained previously through
calibration, Eq. 3.43.

The uncertainty of the mean volume from pump calibration is obtained by prop-
agating the uncertainties of the injected volume and the number of bubbles, where
the uncertainties of Nyps and Npyppies Were both evaluated as type B considering an

error of unit and a triangular distribution.

3.B.2 Configuration of the experimental data set A

We performed two sets of five runs with camera acquisition frequencies of 50 to 500
fps and a pump injection speed of 50 steps/s. Table 3.B.1 shows the configuration
of these runs. The operational temperatures during the experiments were 22.58 +
0.08 and 23.02 + 0.08 ° C for the runs with 50 and 500 fps acquisition frequencies,

respectively.

3.B.3 Bubble volume comparison

Tables 3.B.2 and 3.B.3 present the results of the mean volume of bubbles determined

by methods 1 and 2 and their difference for the two sets of experiments of data set
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Table 3.B.2: Average volume results for 50 fps and Vj,,; = 250 £ 9 pul.

Method 1 Method 2

Run  Npupbies Vot () V () \Vea — V| (1)
1 7 36 + 2 39 +£1 3
2 6 42 + 2 40 + 8 2
3 7 36 £+ 2 38 + 15 2
4 6 42 + 2 42 +£1 0
5) 6 42 + 2 41 £ 5 1

Table 3.B.3: Average volume results for 500 fps and V;,,; = 40.4 + 1.5 pl.

Method 1 Method 2

Run  Nyupies Vo (i) v (i) Vear = V| (1)
6 1 41.3+0.5 0.9
7 1 41.2+1.5 0.8
8 1 40.4+1.5 41.441.3 1.0
9 1 37.0£0.4 3.4
10 1 40.84+0.6 0.4

A. The volume injected for the runs with 50 and 500 fps was respectively 250 4+ 9
and 40.4 £+ 1.5 pl, calculated using Eq. 3.43.

In some experiments running at f,,, = 50 fps, 1 or 2 satellite bubbles formed
during the injection of 6 or 7 bubbles, which increased the error in the mean volume
obtained by the image analysis. For the runs at fo,., = 500 fps, only one bubble
formed. In this case, the error in the bubbles’ mean volume obtained by method 1
was larger than that obtained from the images by method 2.

Figure 3.B.1 compares the mean bubbles’ volume calculated by both methods
for the experiments at 50 and 500 fps of data set A. The mean bubbles’ volumes
obtained by methods 1 and 2 agree within their margins of error. The repeatability
of the experiments was much better for the experiments at 500 fps, which generated
only one bubble. The mean bubbles’ volumes with both methods at both acquisition
frequencies also agree within their error margins. These results strongly support the

spheroidal bubble hypothesis.

3.B.4 Bubbling regime

Figure 3.B.2 presents the mean bubbles’ volume obtained via image processing
(method 2) as a function of the syringe pump actuation frequency, which is pro-
portional to the volumetric flowrate through the capillary tube. This figure includes

the data from experiments using f,., = 50 and 500 fps for f,..,, = 50 steps/s and
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Figure 3.B.1: Comparison of bubbles’ volume obtained by the two methods for the
experimental data set A.
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Figure 3.B.2: Bubble volume via image processing (method 2) as a function of the
acquisition and pump frequency.

from other experiments, in which f,., = fpump and equal to 30, 60, 120 and 200 fps or
steps/s, respectively. These results show that the mean bubbles’ volume is indepen-
dent of the injection flow rate up to 200 steps/s, indicating that bubble formation
occurred in the slow-bubbling regime, in which the interfacial force dominates the

gas momentum influx.
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Chapter 4

A Simplified Model for Bubble

Bouncing at Surfactant-Free
(Gas-Liquid Interfaces and Critical

Weber Number for Coalescence

This chapter presents an extended version of the second article, entitled “Modeling
Bubble Bouncing at Surfactant-Free Gas-Liquid Interfaces: Critical Weber Num-

" which was submitted for publication in the journal Chemical

ber for Coalescence,
Engineering Science.

This study developed a model for bubble bouncing at gas-liquid surfactant-free
interfaces and applied it to previously obtained experimental data on the bounc-
ing and coalescence of ellipsoidal-wobbling air bubbles at water-air interfaces. The
model derives from the balance of forces acting after the first “collision” between
the bubble and the interface, including drag, gravity, buoyancy, virtual mass, and
restitution forces. The simplified model is a linear second-order ordinary differen-
tial equation for the bubble’s barycenter vertical position with three dimensionless
parameters, for which, we derived its analytical solution. Using two sets of ex-
perimental data as initial conditions, we estimated the three dimensionless physi-
cal parameters by fitting the available experimental data using the hydrodynamic
“collision” criterion (HCC) for detecting the first “collision”. The estimated model
parameters for bubbles with the same number of bounces agree well. The approx-
imated model reasonably represented bubbles” motion during bouncing until their
coalescence. The predicted oscillation frequency agrees with our previous prediction
within their error margins. Both the experimental data and simulated results for
the maximum bubble’s velocity between bounces indicate that coalescence occurred

after this velocity dropped below 5 c¢m/s, which corresponds to a critical Weber
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number below 0.35.

4.1 Introduction

Bubble-interface coalescence occurs in several industrial processes, including froth
flotation, oil extraction, and chemical reactors. The coalescence frequency of bub-
bles is typically quantified using physical models, by the product of two distinct
functions: collision frequency and coalescence efficiency [2, 23]. These models are
defined according to the mechanisms of each collision. Most of them determine the
efficiency as the ratio between the coalescence time and the interaction time. A
strategy to study coalescence is to analyze bubbles “collision” to a gas-liquid inter-
face. In this approach, bubbles always have enough time to drain the thin liquid
film formed between the interfaces during the collision, allowing the film to reach a
critical thickness for rupture, invariably leading to coalescence.

The literature on modeling bubble-interface coalescence focused on the film
drainage rate during collisions and the bubbles’ bouncing behavior at interfaces.
Several researchers have contributed to the development of bubble-interface coales-
cence models. For instance, DUINEVELD [18] utilized conditions of coalescence and
bouncing of two bubbles presented by CHESTERS [33] to model the approaching
of spherical bubbles with diameters of 0.7 to 0.9 mm to a free surface, solving an
equation of motion until the bubble deforms upon colliding with the surface. This
model depends on the initial distance from the bubble’s center of mass to the sur-
face, and the bouncing criterion is based on the approach velocity; velocities lower
than critical lead to coalescence, while higher velocities increase pressure in the lig-
uid film, causing deformation and repulsion. ZAWALA e MALYSA [19] analyzed
1 mm air bubbles bouncing at air/oil interfaces, modeling film drainage time as
being proportional to liquid viscosity and film radius, and inversely proportional to
the driving force for thinning. Their experiments showed bubbles approaching the
interface at terminal velocity, which slow down, stop, and then bounce. The time
to liquid film rupture depended on bubble size, viscosity, and number of rebounds.

SATO et al. [20] derived a model to predict the contact time between the in-
terface and bubbles with size between 0.6 and 1.6 mm using two linear springs to
account for the restoring force, assuming overall energy conservation. They showed
that deformations of both bubble and interface play an important role for bubbles
with radii below 0.6 mm. In contrast, surface deformation is more significant for
larger bubbles. Furthermore, the contact time slightly increases with the number
of bubble bounces. FENG et al. [26] examined the dynamics of air bubbles with
1.3 to 1.64 mm of diameter at a compound interface (water-oil-air), finding that

oil viscosity significantly influences the pressure in the water film and its drainage.
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Their reduced-order model effectively captured the contact time and coefficient of
restitution of bubble bouncing. These bubble-bouncing models use the analogy with
the mass-spring-damper system, differing mainly in the assumptions of the restitu-
tion force. SATO et al. [20] use two springs connected in series, considering that
the restoring forces due to each deformation should be balanced through the film
thickness between the bubble and free surfaces, and FENG et al. [26] proposed two
effective spring constants to represent a compound water-oil-air interface.

MANICA et al. [25] proposed a model including interface and bubble deforma-
tions, film drainage, and a force balance for the bubble incorporating buoyancy,
drag, added mass effect, and interfacial restitution forces. It takes into account the
behavior of the interface at large radial distances by incorporating its deformation
through a boundary condition. This model achieved excellent agreement with ex-
perimental literature observations for various interfaces in a bubble diameter range
of 0.4 to 1.6 mm.

Although current models for bubble-interface coalescence have significantly ad-
vanced our understanding of the phenomenon, they face limitations as the defini-
tion of the initial film thickness, the prediction of the number of bounces before
coalescence, and the estimation of critical values of velocity and Weber number for
coalescence, and their applicability to bubbles larger than 2 mm in diameter.

Therefore, in this work, we modeled the bouncing of 4 mm diameter bubbles
at an interface without surfactants using an approximate model for the bubble mo-
tion after its first “collision” with the interface. The model has three parameters:
the bouncing frequency, the amplitude decay factor, and the bubble’s added mass
coefficient. The experimental data corresponding to the data set III presented by
FONTALVO et al. [27] was used to estimate the model’s parameters, using two dif-
ferent sets of data to determine the model’s integration constants. Furthermore, we
analyzed the maximum critical approaching velocity after each bounce to determine
the critical Weber number for coalescence.

This work structure follows. Section 2 details the deduction of the bubble-
bouncing approximate model, the calculation of bubble velocity, and the parameter
estimation. Section 3 presents the numerical procedure. Section 4 discusses the

results, and Section 5 provides our conclusions.

4.2 Bubble’s motion model

We considered vertically oriented forces acting on a bubble in contact with a gas-

liquid interface, including drag, gravity, buoyancy, virtual mass, and surface resti-
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tution forces. The resulting equation of motion is |52, 53]:

dUy

(pp +Cvpe) V===~ (pp = pc) Vg + Fp + Fr (4.1)

where the subscripts D and C' refer to the disperse and continuous phases, re-
spectively, p is the density, V = 4/37R? is the bubble’s volume, R is the equivalent
bubble’s radius, g is the gravity acceleration, Y is the upward-oriented vertical coor-
dinate, Uy is the vertical bubble’s velocity, Fp is the drag force, Ff is the restitution
force, and C, is the added mass coefficient.

Similar to the modeling of the normal contact force in the soft-sphere model [52],

we used the following linear spring model for the restitution force:
Fr=—k(Y.+ R—Y)o, for Y.+ R>Y,, (4.2)

where subscripts ¢ and int refer to the bubble’s barycenter and gas-liquid interface,
k is the restitution coefficient, and o the surface tension.

We assumed the following drag force model [52]:

A

Fp = —6mvef(Re) 7

(4.3)

where v, is the dynamic viscosity, f is the drag factor, Re = pc|Uy|2R/ve, is the
Reynolds number, and A, = 7a?, being a is the horizontal semi-axis of a spheroidal
bubble .

Considering that \/R_/g has time units, we defined the dimensionless variables:

g Yo+ R—Yiu pe
T R (1.4
resulting in
dy, d§ dUy  d?Y, d*¢
Oy =" =VBiIg 5 = ae ~ 95 (45)

where we assumed that Y},; is constant. From Eqs. 4.2 and 4.4, the model assumes
& > 0 after the first bubble-interface collision.
Substituting FEqs. 4.2 and 4.3 into Eq. 4.1 and using the definitions of the

dimensionless variables, Eq. 4.4, we derived:

d*¢ 9f(Re) _ a? d¢ 3 K
1 Ky—=(K-1) — — = —k— 4.
(1+CvK) dr? ( ) 2Re, R2dr A7 I/Vegg (4.6)
where we also defined
pc(gR)R 1 Ve
We, = , = 4.7
K o Re,  pcRvRg (4.7)



Since K >> 1 for a bubble at low pressure, we can write:

d*¢ dg

——= 4 2B—= + Ef =C! 4.8
dr? + dr +E¢ v (4.8)
where 0f(Re) ) 5 .
e) a
B = — E=k— 4.9
2CVR€g R27 2w vaeg ( )

If we assume that C'y,, B, and E are constant in the process, we can derive the

analytical solution for Eq. 4.8 (see Appendix 4.A), which reads:

1

=GP BY + e PT[Cy cos(JT) + Cosin(JT)] (4.10)

§(7)

where J? = E—B? > 0 is the oscillation frequency, and C; and C, are the integration
constants that can be calculated from experimental data, at 7 = 0 or considering
other data at 7 > 0.

4.2.1 Set 1 of data as initial conditions (IC1)

We estimated the constants C; and C5 using initial conditions at the instant of the

first “collision”, 7 = 0 when bubble velocity d{/dr is close to zero. In this case, we

have: i de
= = — = 4.11
Using Eq. 4.10, we calculated:
1 B 1 d¢
Ch=0) ————  (O,==2(C,+=- 2> 4.12
=0 -Gy 70t dT'TZO (412)

4.2.2 Set 2 of data as initial conditions (I1C2)

Alternatively, we can determine C and C5 using two experimental values of £ at

different instants:

p— p— 0
T=1 , §=¢ (7' I)
where 77 is a second instant, in particular, the second maximum.
From Eq. 4.10, we determined:
¢y = £(0) :
1= T O (12 + B2
) Cy(J? + B?) (4.14)

Cy = Kf(ﬁ) — m) eB — Oy cos(Jrp) | [sin(Jr)] "
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4.2.3 Maximum bubble’s velocity between consecutive

bounces

We determined the maximum velocity after n bounces from the model represented

by Eq. 4.10, from which we can obtain:

Uy = VgR{—Be P7[C cos(JT) + Cysin(J7)]

+e B [~ JCy sin(JT) + JCy cos(JT)]} (4.15)

The maximum bubble’s velocity after n bounces comes from:

d
Uv,.. = V9R <£) ;1 =1,..., Noounces (4.16)

which were compared to the corresponding experimental values.

We determined the maximum Weber after n bounces as:

Uz d d? [deN?
Wemm—Q(p Vorss >_pg (—5) (4.17)

o o ar ) . ..

4.2.4 Initial guesses for the parameters

Due to the periodic behavior of the model given by Eq. 4.10, we needed good initial
guesses for estimating its parameters, which we obtained from selected experimental
data and some assumptions. We used subscript 1 to denote these initial guesses.
The initial guess for Cy was always 0.5, which holds for a sphere accelerating in
an infinitely non-viscous fluid. For calculating B;, we consider the first maximum

of £ at m; > 0, where Jr; = 27. Eq. 4.10 gives:

1
6(7’1) = 5= + CleiBlTl (418)
CV1 (J12 + B%)
where £(71) was the experimental point that best represents this maximum. More-
over, we took 7/, from the experimental data as the instant that best approximates
the first minimum of . Assuming that ¢ is also a maximum at 7 = 0, we can
estimate:
s
J=— (4.19)

T1/2

Substituting Eq. 4.12, into Eq. 4.18, we have:

_ 1 o 1 —Bim
- g (O aor) T e
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or

1
B, = —lln <§<Tl) - Cv, (J7 + B%))

1 1
(5(0) e B%))
&(m1)

Eq. 4.21 is nonlinear for By, requiring an iterative solution. We use —ﬁ In (@)

(4.21)

as the first guess for Bj.

4.3 Numerical Procedure

We performed all calculations in Python using the SciPy (version 1.9.0) libraries.
We used NumPy (version 1.23.1) and Pandas (version 1.4.3) to handle data arrays
and data frames. We employed Matplotlib (version 3.5.2) to generate graphics.

We used the experimental data of air bubbles’ position, velocity, coalescence time,
and number of bounces at the air-water interface in the ellipsoidal-wobbling regime
for different bubble approach velocities from a previous work [27]. The experimental
points of the first minimum and maximum values of £(7) as well as their values at
the coalescence time, 7., were extracted from the experimental data, using Scipy
library functions to determine the local maxima and minima from the signal.

We fitted the parameters using the Scipy interface to the orthogonal distance
regression (ODR) routine [51]|, employing the initial guesses described in Section
4.2.4. We solved Eq. 4.21 using the SciPy function fsolve.

We assumed that there is an agreement between the approximate model predic-
tions and the experimental data for the bubble’s position and instantaneous velocity

if the following conditions hold:

Y. —-Y,
AY; _ ‘ c,exrp c,model| <1 (422)
u(Yeeap)
|UY — Uy, del
AUy = L meee- <1 4.23
YT U (4.29)

where u(Ye crp) and u(Uy,,,) are the experimental uncertainties of the centroid po-
sition and its velocity at the 95% confidence level.

For both initial conditions, we evaluated the model accuracy by comparing the
arithmetic means and standard deviations of the results of Eqs. 4.22 and 4.23 for
all data points of all experiments.

Except for the estimated model parameters, the uncertainties of derived quanti-
ties were obtained by the propagation of measurement uncertainties. All the com-

bined uncertainties were multiplied for a coverage factor to obtain the error range at
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the 95 % confidence level. The ODR routine provides the standard deviation of the

model parameters and we calculate their uncertainties at a 95 % confidence level.

4.4 Results and Discussion

The results below employed the data set III of FONTALVO et al. [27]. The hy-
drodynamic collision criterion (HCC) was chosen to determine the instant of the
bubble-interface first contact. Appendix 4.B presents the experimental data points

in terms of the dimensionless variables 7 and & for runs 36 to 40.

4.4.1 Parameters’ Estimation and their Analysis

Table 4.4.1 presents the initial guesses for the parameter estimation, applied for

estimating the model parameters using both initial conditions.

Table 4.4.1: B; and J; initial guesses, and Cy, = 0.5.

Run Bl Jl
36 011 2.1
37 015 2.3
38 017 24
39  0.15 2.3
40 0.11 21

Tables 4.4.2 and 4.4.3 show the estimated parameters’ values from the solution
obtained using the two sets of initial conditions. For the IC1 model, the arithmetic
mean values of B, Cy, and J with their propagated uncertainties at the 95% confi-
dence level are 0.18 £+ 0.08, 0.33 + 0.03, and 2.41 4+ 0.07, respectively. The relative
standard deviations are 51.6 %, 9.9 %, and 3.5 %. For the IC2 model, the mean
values of B, Cy, and J, with their uncertainties, are 0.24 + 0.11, 0.32 4+ 0.03, and
2.4740.06, with relative standard deviations of 45.4 %, 9.6 %, and 2.8%, respectively.
Although the relative standard deviations of J and Cy for the model with IC1 and
IC2 are smaller than 10%, the relative deviation for B is much larger, which may
be attributed to its dependence on the drag coefficient of highly deformed bubbles.
The estimated B and J values for the IC2 model agree within their error margin
for the bubbles with the same number of bounces, which did not occur for the IC1
model results.

The number of bounces can be calculated as:

Ncal c — JTC
bounces I

(4.24)
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Table 4.4.2: Parameters estimation for initial condition 1.

Run B CV J N bounces

36 0.10 £0.01 0.357 = 0.003 2.38 &= 0.01 3
37 012 +£0.04 0.353 £0.004 2.34 £0.01
38 0.33 £0.02 0.290 £ 0.003 2.51 = 0.01
39 022 +£0.03 0.296 £ 0.003 2.50 = 0.01
40  0.14 £0.02 0.345 £ 0.005 2.34 + 0.01

1
6
1
3

Table 4.4.3: Parameters estimation for initial condition 2.

Run B CV J Nbounces

36 0.14 £0.01 0.358 £ 0.004 2.41 + 0.01 3
37 0.24 £0.01 0.320 £ 0.009 2.49 £+ 0.04
38 042 +£0.02 0.279 £ 0.006 2.56 £+ 0.03
39  0.26 £0.01 0.299 £ 0.008 2.49 £ 0.04
40  0.16 £0.01 0.333 £0.004 2.39 £ 0.01

1
6
1
3

where 7, is the experimental dimensionless coalescence time. The number of bounces
obtained by Eq. 4.24 for runs 36 to 40 are approximately 3, 1, 6, 1, and 3, respec-
tively. These values agree with the experimental number of bubble bounces in each
run.

FONTALVO et al. [27| determined the period of bouncing using the HCC as
T =38 £ 1 ms. For each run 4, the values of J can be calculated from Eq. 4.4 and
T by

2t | R;

Jeae — 22 22 4.25
T\ 3 (4.25)

which gives 2.42, 2.42, 2.42, 2,43, and 2,45 for runs 36 to 40, respectively, all with
an uncertainty of 0.06 at a 95% confidence level. Using 1C2, the model predicted all
bouncing frequencies, except for run 38, in agreement with the estimated values of
J within their margins of error. Run 38 showed a slightly higher estimated J value.
In contrast, the J values estimated for the IC1 model agree with those calculated

from Eq. 4.25 for only two runs.

4.4.2 Predicting bubble’s vertical position and velocity

Table 4.4.4 presents the percentage of Y. and Uy data points that agree using the
criteria given by Eqs. 4.22 and 4.23 using IC1 and IC2 for calculating the model
constants. The arithmetic means of AY, for the IC1 and IC2 models are 81.7 % and
80.8 %, while the corresponding values for AUy are 54.5% and 52.4%. The best
predictions are for cases 37 and 39 with the lowest bounce number. The standard
deviations using the IC1 model were 22.7 % and 19.9 % for AY, and AUy, respec-
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tively, while the corresponding values for the IC2 model are 22.5 % and 17.9 %.

These results are quite similar.

Table 4.4.4: Percentage of data points satistying Eqs. 4.22 and 4.23 using IC1 and
IC2 for data set III.

AY.ic1 AY.ico AUyion AUy geo

Run % % % %
36 93.9 88.6 51.8 54
37 100 100 71.1 65.8
38 70.4 66.8 28.8 27
39 97.3 100 75.7 70.3
40 47 48.7 45.2 41.7

Figures 4.4.1 and 4.4.2 depict a comparison between the model prediction of Y,
and U, against experimental data using IC2. As shown, the approximated model
reasonably represents the bubble’s motion during bouncing until their coalescence

with the interface.
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Figure 4.4.1: Behaviour of Y, against ¢ until bubble coalescence with the interface
for experimental data set III using 1C2.
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Figure 4.4.2: Behaviour of U, against ¢ until bubble coalescence with the interface
for experimental data set III using 1C2.

4.4.3 Ciritical velocity and Weber number for coalescence af-
ter bouncing.

We compared the maximum velocity after each bounce predicted by the model using
IC1 and IC2 with those determined from the experimental data. Table 4.4.5 presents
these results for runs 36 to 40 of data set III, which shows that the predicted Uy,
using IC1 are slightly better than those obtained using IC2. Except for run 38, the
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maximum bubbles’ velocities between bounces determined using the experimental
and simulated data indicate that coalescence occurs when the velocity drops below
5 ¢cm/s, which agrees with the critical velocity value estimated by KIRKPATRICK e
LOCKETT [15], and corresponds to a critical Weber number for coalescence below
0.35.

Table 4.4.5: Comparison of Uy, = (mm/s) and We,,,, between experiments and
model.

Exp. IC1 1C2
Run Bounce Uy We Uy We Uy We
37 1 64.1 £+ 3.7 0.53 £ 0.06 67.1 0.58 634 0.52
39 1 62.6 £ 1.8 0.51 £ 0.03 61.0 0.48 575 0.43

1 69.9 £ 2.2 0.63 £ 0.04 81.1 0.84 80.9 0.84
36 2 61.8 £ 1.4 0.49 £ 0.02 62.8 0.51 56.1 0.40
51.1 £ 0.7 0.34 £ 0.01 489 031  38.8 0.19

91.7 £ 8.3 1.11 £ 0.20 91.3 1.10 943 1.17
40 2 66.8 £ 1.5 0.59 = 0.03 62.6 052 624 0.51
04.6 £ 1.1 0.39 + 0.02 43.0 024 41.3 0.22

44.1 £0.9 0.25 £ 0.01 51.8 034 477  0.29
25.0 0.8 0.080 £0.005 229 0.067 17.1 0.04
171 £ 0.6  0.038 £ 0.003 10.1 0.013 6.1 0.005
10.1 £ 0.3  0.013 £ 0.001 4.4 0.003 2.2  0.001
5.3 £0.2 0.0037 & 0.0002 2.0 0.0005 0.8 0.0001
2.7+ 0.2 0.0009 £0.0001 0.9 0.0001 0.3 0.00001

38

S O = W N =

4.5 Conclusions

We modeled the bouncing motion of ellipsoidal-wobbling air bubbles at water-air
interfaces without surfactants until coalescence using a simplified model based on
the balance of forces acting after the first bubble-interface collision. The model
represented well the bubbles” motion at the interface after their first “collision”.
We compared the model results using two sets of data (IC1 and IC2) to de-
termine its integration constants. The centroid position and its velocity predicted

by the model with both sets of initial conditions and fitted parameters agree with
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experiments for over 65% of the data points. The bouncing frequency predicted by
the model agrees with the previous experimental prediction of the bouncing period.
For the analyzed experimental runs, the added mass coefficient was determined with
a standard deviation lower than 3 %. The 1C2 model estimated values for the am-
plitude decay factor and bouncing frequency that agree within their error margins
for bubbles with the same number of bounces.

The maximum bubble’s velocity values between bounces determined using the
experimental data and simulated results show that coalescence occurs after the veloc-
ity drops below 5 cm/s, indicating a critical Weber number for coalescence somewhat
below 0.35.
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Nomenclature

A, projected area

B, E,J model parameters

C1,Cy model constants

Cp drag coefficient

Cy added mass coefficient

a ellipse’s semi-major axis

Fp drag force

Fr restitution force

g gravity

J dimensionless frequency of an oscillation

k stiffness

K ratio between of the continuous and dispersed phases viscosity
R equivalent radius

T temperature

t time

Uy,.. maximum instantaneous vertical velocity

Uy instantaneous vertical velocity

u standard uncertainty

V volume

Y, vertical position of bubble’s barycenter in mm
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Y vertical interface position in mm

Greek letters

Ve continuous phase dynamic viscosity
pc continuous phase density

J25) dispersed phase density

o surface tension

T dimensionless time

T, dimensionless coalescence time

& dimensionless vertical bubble position
Abbreviations

Re Reynolds number

We Weber number

W emaz maximum Weber number after n bounces
ODR orthogonal distance regression
Appendix

4.A Deduction of bubble bouncing approximate

model

The solution of Eq. 4.8 is the sum of the solution of the homogeneous equation and

a particular solution.

§(7) = &n(T) + &(7) (4.26)

The characteristic polynomial of the ordinary differential equation is:
E?242BE+E=0 (4.27)

whose roots are:

E=-B+iVE - B? (4.28)

for J2=F — B?> 0.
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Table 4.B.1: Selected experimental points of data set III in terms of dimensionless

variables.
Exp. 36 37 38 39 40
T2 1.50 £0.01 1.37 £0.01 1.30 £0.01 1.36 & 0.01 1.48 & 0.01
T 2.80 £0.01 2.53 +£0.01 2.66 +0.01 245+ 0.01 2.83 £+ 0.01
Te 7.73 £0.01 253 +0.01 1537 4+0.02 245+ 0.01 7.69 £ 0.01
€0) 0.78+£0.05 077+0.07 0.80+0.01 0.79+£0.02 0.88 £ 0.02
£(r2) 0.23 £0.01 0.29 £0.02 0.37+£0.01 0.34 +£0.01 0.19 + 0.01
¢(m)  0.69+0.05 0.65+0.05 0.63+0.03 0.66=+0.07 0.76 + 0.03
&(r.)  0.59 +£0.04 0.65 4+ 0.06 0.53 +£0.02 0.66 + 0.07 0.64 + 0.03
Thus, the solution of the homogeneous equation is:
&n(1) = e B[O} cos(JT) + Cysin(J7)] (4.29)
It is easy to show that the particular solution for this case is:
1 1
3 (4.30)

4.B Experimental Data

T CyE  Cy(J)2+ B?)

Tables 4.B.1 presents some selected data points from experimental data set III.
These points are used in the numerical procedure to estimate the model constants
and the initial guesses of the model parameters. They are presented in terms of

dimensionless variables defined in Eq. 4.4.
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Chapter 5

Conclusions and Suggestions

5.1 Conclusions

In this thesis, we analyzed the coalescence time of ellipsoidal-wobbling air bub-
bles colliding on a surfactant-free flat air-water interface encompassing the Morton,
Eotvos, Weber, and Reynolds dimensionless numbers of 2.9 x 10711, 2-3, 1 - 4, and
500 - 1100, respectively. We used high-speed fluid imaging techniques to measure
the bubble’s size, velocity, and bounce with the interface.

We present results for the bubble volume, velocity, coalescence time, and number
of bounces at the interface before coalescence. The mean volume and the equivalent
diameter of bubbles were determined with excellent accuracy, giving the hypothesis
of an ellipsoid of revolution from the image processing. The terminal velocity of the
bubbles was close to its literature value for pure air-water systems under standard
conditions, being within +10 % of this value. Two criteria to establish the time of
the collision were defined: the physical criterion, based on the distance between the
top of the bubble and the static interface, and the hydrodynamic criterion, based on
bubble deceleration. The distribution of coalescence time for the bubbles colliding at
terminal velocity was estimated by both collision criteria. A two-parameter gamma
distribution proved to be adequate for representing the coalescence time data for
both criteria.

The coalescence time was well-fitted by linear models as a function of the num-
ber of bounces for both collision criteria. We determined a period of an oscillation
between each bounce using the hydrodynamic collision criterion. The better ad-
justment to a linear model with a zero linear coefficient makes this criterion more
consistent than the physical one.

Additionally, we modeled the motion of air bubbles bouncing up to coalescence
at water/air interfaces using an approximate model based on the balance of forces

acting on the bubble after the collision. The model represents fairly well the motion
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of bouncing bubbles until coalescence. Additionally, we made a comparative analysis
of the estimated parameters using two set of data to determine the integration
constants of the approximated model. We obtained that the velocity predicted by
the fitted model using both conditions agrees to the experimental data for more
than 60% of the data within their margins of error, including the maximum velocity
after n bounces. The bouncing frequency predicted by the model agrees with the
previous prediction in their margins of error. The critical bubble’s velocity between
bounces occurred after this velocity drops below 5 c¢m/s, when the Weber number
was below 0.35.

These results are a basis for planning new experiments, analyzing the coalescence

of bubbles in stagnant fluids with different properties and/or turbulent flows.

5.2 Suggestions

An analysis of the current experimental data should focus on contact time i.e. the
duration a bubble remains in contact with the free interface or interaction time.

In addition, enhancements to the experimental setup can be made by using a
syringe pump for bubble injection with continuous operation and remote control via
Wi-Fi [54]. Additionally, a remote data acquisition with assisted processing using
deep learning methods, such as convolutional neural networks, should aim to detect
and process data in real-time, reducing the required hard drive space and increasing
overall data efficiency.

Improvements in image processing are needed to address errors caused by lighting
changes associated with bubble and interface deformations, which affect the image
binarization process. These improvements should include the development of new
filters and image processing operations.

The experimental operating range should also be expanded by using different flu-
ids, such as water-glycerin mixtures or silicon oils, to analyze the effect of changing
fluid properties on oscillation frequency and the number of bounces before coales-
cence, which directly influences coalescence time.

Further investigation into the use of additives that promote coalescence could
help reduce coalescence times and increase efficiency, particularly, in turbulent flows

where coalescence does not occur.
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Appendix A

Supplementary Material 1

This supplementary material presents the fluid properties, the analysis of image mo-
ments and ellipses, and the experimental data in the following three sections. The
first section presents the data and models for calculating properties such as density,
viscosity, and surface tension of fluids in function of temperature. The second sec-
tion shows a complete analysis of image moments and interpretation with ellipses.
Finally, the third section presents the data on bubble characteristics, dimensionless

numbers, and coalescence times of experimental data sets I, II, and III.

A.1 Fluid Properties

This section presents the results of properties such as density, viscosity, and surface
tension of the phases as a function of temperature. The measurements were cor-
related with models of 1 or 2 parameters that can predict the fluid properties in a

temperature range of 20 - 30 °C.

A.1.1 Density

The density of water was previously measured over a temperature range of 20 — 30
°C' presented in Table A.1.1.

The experimental data follows a linear and inversely proportional trend with
the range of temperature variation as observed in Figure A.1.1. The standard mean
value and standard deviation of the mean properties and the coefficients of the linear
regression calculated by Orthogonal Distance Regression [51] are presented in the
figure.

The calculation of continuous phase density and their uncertainty in kg/m3 in

a range of 292 to 300 K of temperature with a 95% confidence interval can be

7



Table A.1.1: Continuous phase density as a function of temperature, whose uncer-

tainty is u(7T") = 0.01 K.

T[K] plkg/m®| u(p) [kg/m?|
293.15 997.86 5.89 x 1074
295.15 997.27 3.46 x 1072
297.15 996.82 2.08 x 1072
208.15  996.56 4.60 x 1074
299.15 996.19 2.08 x 1072
301.15 995.63 2.65 x 1072
303.15 995.04 1.99 x 10~
1000 B B
Bo -2.815E-01 1.6;?5E-02
999+ B1 1.080E+03 4.969E+00
998 ..
99 el
E 7 B \\\
2 .
§ 99 \\\'
905} e
994
==+ Regression
1 Experimental data
99390 292 294 296 298 300 302 304
T[K]

Figure A.1.1: Density as a function of temperature
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Table A.1.2: Continuous phase viscosity as a function of temperature. Temperature
and viscosity uncertainties are 0.01 K and 0.001 mPa s, respectively.

T K] v |mPas|

292.09 1.070
292.62 1.050
293.15 1.040
293.66 1.030
294.17 1.010
294.68 1.000
295.18 0.987
295.69 0.974
296.18 0.963
296.68 0.951
297.18 0.940
297.69 0.929
298.19 0.919
298.69 0.909
299.19 0.897
299.69 0.887
300.19 0.875

calculated with the following functions:

pc = Pl + b (A.1)

where

ulpe) = \JBRE(T) + T2 (By) + u2(5)) (A.2)

being T' the temperature in Kelvin and «(7) the temperature uncertainty at which
the property was measured.

The density of the air used as the dispersed phase is calculated at sea level by
the psychrometric chart and its standard relative uncertainty by the uncertainties of

mean temperature and mean relative humidity at which the property was measured.

A.1.2 Viscosity

The water viscosity was also previously measured over a 20 - 30 °C temperature
range as presented in Table A.1.1.

The calculation of the viscosity and its uncertainty in mPa s for a 95% confi-
dence interval was approximated to an inverse linear model as seen in Figure A.1.2

represented by the following equations:

B 1
BT + B
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(A.3)
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Figure A.1.2: Viscosity as a function of temperature

u(ve) = V%\/B[%UQ(T) + T?u?(By) + u?(p1) (A4)

where T is the temperature in Kelvin and u(7) their uncertainty.

A.1.3 Surface Tension

Furthermore, the surface tension of water has also been previously measured over a
temperature range of 20 — 30°C presented in Table A.1.3.

The surface tension calculation and its uncertainty in [mN/m| for a 95% confi-
dence interval were approximated to an inverse linear model as seen in Figure A.1.3

represented by the following equations:

o= Po—+ (A.5)

u(o) = a\/<%>2u2(T) + (éyuz(ﬁo) (A.6)

The By and ; of Egs. A.1- A.6 and their uncertainties were calculated by ODR.

The values of the parameters are presented in Table A.1.4.
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Table A.1.3: Surface tension as a function of temperature

72

701

681

o [mN/m]
&

64 r

621

%

302

TIK] () [K] o[mN/m] wu(s) [mN/m]
292.78 0.02 65.772 3.41 x 1072
293.73 0.01 66.158 2.22 x 1072
294.21 0.01 65.692 2.25 x 1072
294.69 0.02 65.687 2.01 x 1072
295.2 0.01 65.289 2.69 x 1072
295.67  0.01 65.421 1.91 x 1072
296.17  0.01 65.056 224 x 1072
297.13 0.03 64.955 2.86 x 1072
297.61 0.02 64.845 1.67 x 1072
298.1 0.01 65.03 2.82 x 1072
299.56 0.05 64.386 2.19 x 1072
300.16 0.01 64.063 2.65 x 1072
B U9I5(/3)
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Figure A.1.3: Surface tension as a function of temperature

Table A.1.4: Regression coefficients.

pc

Vo

g

Bo
A

-6.5 = 0.1

-0.28 £0.02 0.0253 £ 0.0004 64.8 = 0.1
1080 &= 5
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A.2 Analysis of Image Moments and Interpretation

with Ellipses

A.2.1 Deduction of the image moments

For a bivariate and binarized distribution, I(z,y) defined as:

)L if(z,y) €D
)= { 0, if(z,y) ¢ D A0

The moment m;; is calculated as:

mi; = / / a'y’ I(x, y)dedy = / / 'y’ dxdy (A.8)
—o0 J —0 D

The moments can be calculated based on images formed by pixels, where [

represents the pixel intensity of the binary image, and Eq. A.8 becomes:

Np
mj = Z 'y AxAy = Z T Az Ayy, (A.9)
z,ych k=1

where (z,yx) is the center of the pixel k in D. Using pixel units, Az, = Ay, =
A =1 px.

The coordinates of the centroids (x.,y.) are the mean values of x and y given
by:

m 1 il m 1 il
10 Z 01 Z
c o — = M c = —-——— = — A. 1 O
v oo Nb Tk ’ Y Moo Nb Yk ( )
k=1 k=1

The central moments for the same distribution are defined as:
m= [ [ e wp Iy dedy = [[ @2 -y dedy (A1)
—o0 J —00 D

In discrete terms, we have:

Np
pi = > (w =) (y — ye) Dedy = (= o) (Y — ye)’ (A.12)
z,yeD k=1

The first central moments in terms of the ordinary moments are pgy = moo,
— _ mio — — _ mo1 —
H1o = Mo — 5,0, 00 0, and o1 = moy Moo 1100 0.

The covariance matrix of the central moments has the form:

Y H20 HM11 (A.13)
Hi1 Ho2
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X1 Xy X3 X4 XNy

Figure A.2.1: Change of reference (rotation) and representation of an ellipse on a
pixel map

which is symmetric and can be diagonalized by an orthogonal matrix constructed
with the eigenvectors of the eigenvalue problem: Yr = Ar, or (X — Al )r = 0, leading

to a quadratic solution:

10 —A
X~ M| = H20 Hit | A\ _ | M0 Hi1 (A.14)
M1 Ho2 01 11 Ho2 — A
|2 = M| = X — (t20 — f102)A + praopioz — pfy = 0 (A.15)
The solution of Eq. A.15 gives the eigenvalues:
4 2 _ 2
Py fi20 + Hoz VAT + (20 — o) A (A.16)

2 2

The eigenvectors r; satisfying Xr; = Ar;, with |r;| = 1, determine r; and rs, and

A1

Q = [r1 1], such that QTXQ = ,then Xr = Ar, and Q"XQ-Q"r = \Q'r,

2

or X1’ = Ar’. Since QT = Q7! (orthogonal), then ¥ = (QX'QT).

Rotation

In Figure A.2.1, an ellipse is represented on a pixel map of dimensions N, N, along
with a change of reference obtained by a rotation around the center at the bubble.
The vectors r and r’ have respectively distinct coordinates in the (xy) system

and the (z2'y’) system, which diverges from the initial system by an angle (6), such
Y

that:
T AT
r= v r = x/ (A.17)
) Yy



The relation between r and r’ is given by:
r=Qr (A.18)

where the rotation matrix () for rotating a column vector r in Cartesian coordinates

about the origin to obtain r’ is:

0= [0056’ —Siﬂ@] (A.19)

sinf cos®

From the figure, we have 2’ = zcosf + ysinf and vy = —xsinf + ycosf, or
equivalently x = 2’ cosf — 3/ sin# and y = 2’ sin 0 + 1/ cos 6.

Therefore, the rotated central moments are defined as:
Mlzo = o0 €082 0 + 24111 sin 0 cos O + puge sin? 6 (A.20)

1%2 = 190 8in% O — 24111 sin 0 cos O + puge cos® @ (A.21)
[ = —pigosin 6 cos @ — iy (sin @ — cos? 0) + pgg cos O + pgasinfcosf  (A.22)
To obtain a diagonal covariance matrix, we need to satisfy the following condi-

tion:

uln = — 190 sin 6 cos O + ju11(cos? @ — sin? 0 + juy1 cos @ + pgasinfcosf =0 (A.23)

Isolating 6 and substituting (1 — sin®f) = cos?6, and sinfcosf = % sin26, we
have:
) . sin 26
11 (6 — sin® @) = sin 6 cos O(pz0 — fo2) = p11 o8 20 = 5 (20 — po2)  (A.24)
Rearranging the above equation, we get:
2 in 26
fan ST an20 (A.25)
H2o — foz  c0s 20
Therefore, 6 can be expressed as:
1 2
0 = — arctan [$] (A.26)
2 H20 — Ho2

Thus, the orientation was calculated in terms of the central moments pog, to2,

and Hi11-
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From equation A.23, we also obtain:

2 2
cos® 20 = (M) sin® 26 = (M> (1 — cos® 20) (A.27)
2011 2111
Simplifying, we have:
B 2 B 2
cos? 260 |1+ (M) = (M) (A.28)
2p11 24011
Taking the square root on both sides, we get:
51 1/2
cos20 |1+ (M) _ H20 = Ho2 (A.29)
2011 21
or
cos20 1 [411%1 + (p20 — M02)2:| ~1/2 )
2(p20 — po2)  4pm ity '
Rearranging, we get:
cos 20 1 9 9 1-1/2
== — +4 A.31
2(ji20 — fion) 2 [(M20 [02) Mn} ( )
The above equation will be important later in estimating the eigenvalues.
The definition of \; and Aq is obtained from the second-order central moments
as follows:
Loy = Hao €OS> 0 + 24111 sin 0 cos O + 19y sin® 6 (A.32)
By making the following substitutions: sin 20 = 2sinfcosf, sin?6 = 1 — cos? 6,
cosf = HCTOSQ&, sinf = I_CTOS%, and sin 20 = tan 26 - cos 20 we obtain:
/ 1+ cos 26 ) 1 — cos 26
Hag = H20 (—2 ) + 11 (sin 260) + po2 (—2 ) (A.33)
= w + cos 20 (M) + 111 5in 20 (A.34)
+ cos 20
= K2 . a2 5 (120 = o2 + 2y tam 26) (A.35)
_ M0 + Ho2 i cos 260 [(”20 B M02)2 + 4,uQ ] (A.36)
2 2(p20 — fho2) H
Substituting Eq. A.31 into Eq. A.36, we get:
r 2ot po2 1 2 2 1-1/2 2 2
Moy = 5 + B [(Mzo — fto2)” + 4M11] [(M2o — Ho2)” + 4#11} (A.37)
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+ 1
= w + 5 [(Mzo — Ho2)? + 4#%1} = A1 (A.38)

Hence, the formula derived from the rotation i, is in the same form as \;.
Therefore, \; is the rotated central moment s, by an angle 6.

Similarly, we can get:

o _ Mo + Moz

1/2 .
/’LOQ 2

1
3 (120 — p02)® + 45, ]~ = Ao (A.39)

Therefore, Eqs. A.38 and A.39 provide the definitions of A\; and ), in terms of

the second-order central moments o9, fto2, and fi1y.

A.2.2 Representation of the ellipse.

The equation of the ellipse in Figure A.2.1 is given by Eq. A.40:

A S (A.40)

, x/Z
y = +by/1— = (A.41)

' =ta\/1— = (A.42)

Given that, all interior points of the ellipse have I = 1 and all exterior points
have I = 0, it follows that:

o= [[ @ = )aray (A.13)
D

a ;)2
AL = oy = 4/ (z' — z)? b\/l _ @) dx’ (A.44)
0

Substituting

, du = ~dr', (2 —2)* = a®u?, (A.45)
a

AL = oy = 4a’b (A.46)
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Similarly, for Ao, we have

/ /

b 2
: Y —y.
>\2:M02:4/ (v —y.)’ [a 1——< 72 )]d(y’—yé)
0

and substituting

/ /
— 1
'U:y byc, dv:gdy/’ (yl_yé>2:bz1)2,

we find that
Ao = figy = 4ab’

Hence, by the ratio of the eigenvalues, we can calculate the semi-axes:

A3 ™3 a’b? ™2
NGO
Ao 4/ Zab? 4

1
16 X375
0 {_6_11

7T2)\2
A5 (E>3 a®’ (ﬁ)?bs
Mo \4/) Tadh o \4
) [16X]°
7T2)\1

(A.47)

(A.48)

(A.49)

(A.50)

(A.51)

(A.52)

(A.53)

Another definitions based on the centered moments are the aspect ratio (¢) be-

tween the semi-axes: )

‘>\3 8
[%A_ﬂ AN
DYDY

and the eccentricity:

A.3 Experimental Data

A.3.1 Bubble Characteristics

(A.54)

(A.55)

Tables A.3.1, A.3.2, and A.3.3 present the results of the bubble’s projected area,

volume, equivalent diameter, and the mean ascension velocity of experimental data

sets I, II, and III, respectively.
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Table A.3.1: Bubble characteristics of experimental data set I.

Run A [mm?] V [mm?] d. [mm] U, [mm/s]
1 104 £03 403 +£0.2 425+£001 246 +6
2 129 £0.2 408 £0.2 427 £0.01 245+ 3
3 121 £ 0.2 40.7 £ 0.6 427 +0.02 260 £4
4 122 £ 02 415+£07 430+£0.02 257+ 3
5 105+£03 40907 427+£003 2445
6 129 £ 0.1 40.1 £ 0.2 4.25 +0.01 236 £2
7 124+ 01 402 =£04 425 £0.01 256 %3
8 106 £0.3 413 +£0.7 429+£0.02 243+14
9 13.0+£0.2 40.7£0.1 427 £0.01 235+ 2
10 126 £0.1 39.0 £ 0.1 4.21 £0.01 236 £2
11 100£0.2 379+04 417+£0.02 253+6
12 100£0.2 37504 415+£001 252£6
13 11.9+£0.2 41.7+£ 08 430+ 0.03 259 £5
14 106 £0.2 400404 424 4+£0.01 249+5
15 11.5£01 40.7=+£0.8 427£003 259 =*4
16 128 £ 0.1 40.5+£0.2 4.26 £ 0.01 239 +£3
17 125 £0.1 38.7+0.1 4.20+0.01 239 +£2
18 13.0£01 41.5+£0.2 429+001 249+3
19 127+£0.1 404 +£0.2 426+ 001 253 +3
20 129 +£0.1 405 £0.2 426 £0.01 242 £ 3
21 125+£0.1 390+£01 421 £001 239 +2
22 103+03 406 £04 426 £001 2475
23 11.8+£0.1 40.1 £05 4.25+£0.02 261 L4
24 127+£0.2 40.2+£0.2 425+£001 249+ 3
25 10303 406 £04 426 £ 001 2475
26 124 +01 40.2+£04 425 +£001 256 +4
27 13.0+£0.2 407 £0.1 427 £0.01 235 %2
28 101 +£0.2 392+03 421 +£001 2506
29 106 +02 418 +£0.1 431 £0.01 245+4
30 125 +£01 385 +£02 419=£0.01 238 %2

A.3.2 Dimensionless Numbers and Coalescence Time

Tables A.3.4, A.3.5, and A.3.6 present the relevant dimensionless numbers as E6tvos,

Weber, and Reynolds, as well as the coalescence time using both collision criteria,
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Table A.3.2: Bubble characteristics of experimental data set II.

Run A [mm?] V [mm?] d, [mm] U, [mm/s]
31 126 £ 0.1 39.78¢ £0.04 424 £0.01 242 +2
32 127 +0.1 4039 £0.04 426 £0.01 242 2
33 127 +0.1 4038 £0.04 4.26 £0.01 242 £ 2
34 125+ 0.1 39.12 £0.04 4.21 £0.02 242 £ 2
35 129 +01 41.2=+£0.2 429 +0.05 241 £ 2

Table A.3.3: Bubble characteristics of experimental data set III.

Run A [mm?] V [mm? d. [mm] U, [mm/s]
36 127+04 386 +£03 424 +£0.01 147+ 3
37 127+ 04 387 +£04 4264+ 001 142 +4
38 125 +£04 390+£05 426£0.02 139%5
39 126 £0.7 39.7+£09 421 £0.03 129+4
40 127+ 05 419 +£04 429+ 0.01 152 £ 2

of the experimental data set I, II, and III, respectively.

Table A.3.4: Dimensionless numbers and coalescence time of experimental data set

I. The coalescence time uncertainty is 2 ms.

Run FEo We Reg x 1073 &) [ms] ¢ [ms]
1 1.97 £ 0.05 3.36 £ 0.16 0.938 £+ 0.03 694 680
2 247 +£0.04 3.73 £0.09 1.047 £ 0.02 610 588
3 232+£0.04 408 +£0.13 1.076 £ 0.02 968 948
4 234 +£0.04 4.00 £ 0.10 1.069 + 0.02 898 878
5) 1.99 £ 0.06 3.31 £0.14 0.935 £ 0.02 360 346
6 247 £0.03 3.47 £ 0.07 1.009 £ 0.01 1356 1330
7 237+£0.03 399 £0.11 1.071 £ 0.02 774 752
8 2.03 £0.06 3.34 £0.13 0.943 + 0.02 220 204
9 248 £ 0.03 3.44 £ 0.06 1.006 £ 0.01 1268 1242
10 241 £0.03 3.42 £0.07 0.996 £+ 0.01 636 608
11 1.92 £ 0.04 3.50 £ 0.16 0.952 £ 0.02 412 398
12 192 4+£0.04 3.49 £0.16 0.951 £ 0.02 392 376
13 227 4+0.04 3.98 £0.16 1.058 £ 0.02 506 488
14 2.03 £ 0.04 3.50 £ 0.15 0.966 £ 0.02 366 350
15 2.20 £ 0.03 3.93 £ 0.13 1.043 £ 0.02 476 460
16 246 £ 0.03 3.55 £0.08 1.020 £+ 0.01 204 176
17 2.39 &£ 0.03 3.49 £ 0.07 1.004 £ 0.01 694 666
18  2.49 £ 0.03 3.87 £ 0.09 1.068 £ 0.02 486 458
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19 243 4+0.03 3.95+0.11 1.073 +0.02 462 434
20  2.46 + 0.03 3.65+0.09 1034 +0.02 94 64

91  2.40 + 0.03 3.48 + 0.07 1.004 + 0.0l 530 500
22 1.96 £ 0.05 3.37 +£0.15 0.939 £ 0.02 430 416
23 2.25 +0.02 4.03+0.12 1.062 +0.02 304 288
24 243 +0.03 3.82+0.10 1.054+0.02 330 304
25  1.96 £ 0.05 3.37 £0.15 0.939 £ 0.02 432 418
2% 2.37+0.03 3.99+011 1.071+0.02 610 588
97 248 +0.03 3.44 + 0.06 1.006 +0.01 1270 1240
28 1.93+0.05 344 +0.17 0945 +0.03 638 624
20 2.03+0.05 3.39+0.12 0951 +0.02 726 712
30 2.39 £ 0.03 3.46 £ 0.06 1.000 +0.01 776 746
® PCC ™) HOC

Table A.3.5: Dimensionless numbers and coalescence time of experimental data set

II. The coalescence time uncertainty is 1 ms.

Run Eo We Regx 1073 () [ms| £ [ms|
31 240 £0.02 358 £0.06 1.002 £ 0.01 1548 1521
32 243 £0.03 3.61 £0.06 1.009 £ 0.01 765 748
33 242 +£0.02 3.60 £ 0.06 1.008 £ 0.01 1132 1105
34 238 £0.02 3.57 £0.06 0.998 £ 0.01 1464 1448
35 246 £0.03 3.59 £ 0.06 1.010 £ 0.01 980 952
) pCC ) HCC
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Table A.3.6: Dimensionless numbers and coalescence time of experimental data set
ITI. The coalescence time uncertainty is 1 ms.

Run Fo We Regx 1073 ) [ms] &) [ms]
36 241 £0.08 1.33 £0.05 0.611 £ 0.02 133 113
37 241 £0.08 1.23 £ 0.07 0.588 £ 0.02 59 37
38 239 +£0.08 1.19 4 0.09 0.576 + 0.02 248 225
39 241 +£0.13 1.02 £ 0.07 0.536 + 0.02 61 36
40 243 £0.10 1.43 £ 0.05 0.636 = 0.02 135 114

*) PCC

() HCOC
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