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SOLUCAO PARA UM MODELO MACROSCOPICO DE DISTRIBUICAO DE
FARMACOS EM UM SISTEMA CARDIOVASCULAR HUMANO USANDO
UM SIMULADOR DE PROCESSOS

Luiza Wanderley Diniz
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Orientador: Argimiro Resende Secchi

Programa: Engenharia Quimica

A utilizacdo dos conceitos de fendmenos de transporte aliada a préatica
médica impacta positivamente na compreensdo de fendmenos fisiolégicos, aux-
iliando médicos em seus diagnoésticos e fornecendo ferramentas para melho-
rias nos tratamentos. Caracterizar um sistema cardiovascular do ponto de vista
da mecanica dos fluidos e do transporte de massa é uma estratégia eficiente e
alternativa, podendo reduzir o nimero de intervengdes cirtrgicas em um de-
terminado paciente, aumentar a eficicia de tratamentos e a assertividade de
diagnosticos. No presente estudo, é utilizado um modelos macroscépico multi-
compartimentos, que consiste em uma simplificagdo onde ndo sdo consideradas
as varidveis espaciais, sendo o sistema variante apenas no tempo. Inicialmente,
um modelo macroscépico 0D multicompartimentos é aplicado para a simular o
sistema cardiovascular a fim de checar a implementagdo do modelo e a validade
do EMSO em uma simulagdo biolégica. E em seguida, é inserido no sistema
um modelo de farmacocinética baseado na fisiologia (PBPK). Os parametros
necessdrios foram obtidos da literatura. Os resultados apresentados sdo qual-
itativos e satisfatérios, reproduzindo resultados reportados na literatura. Com
isto, pretendemos estudar os aspectos governantes da disposi¢do de farmacos
no corpo, monitorando 3 varidveis: Pressdo, vazdo e concentracdo. Os resul-
tados da checagem sdo satisfatérios qualitativamente, mas ndo reproduzem os
valores (qualitativo) da literatura, devido ao set de condig¢des iniciais. N6s con-
seguimos obter resultados representativos para os perfis de variagdo no tempo

da concentracdo de fairmaco em diversos vasos e em tecidos (rins e figado).
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The application of transport phenomena concepts combined with medical
practice has a positive effect in physiological phenomena comprehension, aid-
ing medical professionals with diagnosis and providing tools to improve treat-
ments. To describe a cardiovascular system from a mechanical and mass trans-
port point-of-view is a effective strategy that can reduce the number of surgical
interventions, increase the efficiency of treatments and diagnosis precision. In
this study is presented a new approach, from a chemical process point-of-view,
for modeling the cardiovascular system. In order to implement and simulate the
models we used the open-source process simulator software EMSO. Initially a
compartmental macroscopic model (0D) is applied without any component bal-
ance. This model is a simplification where space variables are not considered
rendering the system only time-variant. This stage was intended to first validate
the using of EMSO for a biological simulation. Afterwards, we implemented
the multicompartimental physiological based pharmacokinetics model (PBPK)
in order to simulate the drug distribution in the system. The system was di-
vided into several compartments where physiological properties can be consid-
ered constants. All parameters were obtained from literature. Qualitative results
are presented. With this, we intend to better understand the aspects of drug
disposition in the body by monitoring 3 variables: Pressure, flow and concen-
tration. The results for the model implementation checking (using EMSO) were
sactisfactory qualitatively, but did not reproduce the literature quantitatively due
to the initial conditions. We were able to obtain representative profiles for the
variation in time of the concentration of chemical in blood in several vessels and

in tissues (kidney and liver)
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Chapter 1
Introduction

Can an engineer and/or a computer scientist help a physician’s diagnostic?
More important, how does it impact the prognostic of the patient?

The answer for the first question is well known: yes, they can. That is proved
by a great deal of models that address physiological systems and its diseases.
And that is not new for the cardiovascular system. We already have compu-
tational models that are used for planning surgeries and treatment courses, as
well as those that try to understand how a stenosis or a artherosclerosis affect
the blood flow (KELM et al., 2017; KOPPL et al., 2018; KUNG et al., 2014; VAN
BAKEL et al.,|2018). The problem is in the gap between the two specialties: nei-
ther the physician can understand the value of a computational method nor the
engineer has sufficient physiological knowledge to assess the problems the right
way (HUBERTS et al.|, 2017). Therefore, we have a collection of good models that
do not develop to clinical phase. Fortunately, this appears to be changing.

Nonetheless, it seems that the major bottleneck faced by scientists when de-
veloping their models is parameter estimation, after all it is not that simple
to get measurements from a living organism. Aside from the fact that many
of the measurements are invasive, the complex anatomical configuration, mea-
surements synchronization and limited precision are problems that we need to
overcome.

We have to bear in mind that every living system is unique and have its own
peculiarities, i.e., that is no single one exactly equal to another. So, when can
we use a general model or a patient-specific model? For HUBERTS et al.| (2017)
choose the model complexity is a challenge:



“On the one hand, a model cannot be too simple as it will not capture
the relevant physics and physiology, while on the other hand, the qual-
ity of a complex model (certainty in simulation outcomes) is difficult
to assess since the high number of degrees of freedom make it possible
to produce almost any desired behavior with often plausible parameter
values”.

Therefore, if we want to assess the matter in the best way when facing the
challenge of choosing a model, we have to adopt the one that has a positive
impact in the patient’s prognostic.

According to WESTERHOF et al. (2009): "Models are a simplification of re-
ality which help to understand function". From simple open-loop two-element
windkessel (FRANK] 1899), to a highly sophisticated geometry 3D model, the
ones regarding the cardiovascular system are broadly used.

The present study uses a multi-compartimental closed-loop macroscopic
model to predict the flow and pressure, along with mass transfer models, in
order to understand the distribution of drugs around the cardiovascular system.
Macroscopic (or 0D) models are very common regarding cardiovascular systems
and the literature is vast. Sadly that is not true for the mass transfer models:
there is a gap in studies concerning this matter.

Hence, the main question that this study aims to answer is: “how does a
drug is delivered through the cardiovascular system?" Better yet, “is it possible
to assess the drug transportation in cardiovascular systems issue portraying it as
a chemical process?"

In order to answer those questions in a more didactical approach, this thesis
was divided as following: in each chapter, we first discuss cardiovascular sys-
tems and its modelling only to introduce pharmacokinetics/pharmacodynamics
later. That deliberated sectioning also has a role in better introducing the pro-
cesses simulator EMSO, employed for the study, first validate its results with the
literature. Afterwards, we introduce the underlying concepts of pharmacokinet-
ics and some theory on its models and we use the beforehand validated EMSO
results including a pharmacokinetic model to simulate the drug delivery in the
system and present its results.

Therefore, the main objectives of this study are the following;:

e To include mass balance and mass transfer model to existing vascular mod-

els in order to account for the drug distribution in the body;

¢ To investigate aspects of the drug transportation through the cardiovascu-

lar system.

The specific objectives are:



To apply a closed-loop macroscopic model to predict pressure and flow
rate in the cardiovascular system of a healthy (generic) person;

To formulate a mass transfer and balance model;
To present a new assessment of the system as a chemical process;

Employ a process simulation tool (EMSO) to simulate the system;



Chapter 2
Literature Review

The Cardiovascular System and models background

2.1 Cardiovascular System

In order to fully assess the problem, we have to understand how an living system
works. To illustrate, Figure [2.1) shows the body arteries (in red - with exception
from the pulmonary arteries) and body veins (in blue - with exception from the
pulmonary veins).

To begin to explain the characteristics of a human cardiovascular system lets
first state the obvious: it pulsates; and the heart is the one responsible for main-
taining this pulsation, by contracting and relaxing at a cadenced way. It is com-
posed of four chambers, two atria and two ventricles, and four valves. The
contraction of the heart chambers is called systole and the relaxation, diastole.
This two movements occur in opposition, i.e., when the atria contracts, the ven-
tricles relaxes and so on; all this controlled by the electric impulses generated
by the sinus node. The atria receives blood from veins from the lungs and body;,
and pumps it to the ventricles, that in turn will pump it to the arteries. The en-
trance and exit of each of the chambers has a valve that prevents the blood from
flowing backwards (BLANCO and FEI]O, 2011; NICHOLS et al., 2005; PEDLEY
and LUQ, 1995). Figure 2.2|depicts a transversal section of the heart and its main
structures.

The remaining structures that completes the system are the vessels: Arteries,
veins and capillaries. Large vessels have the structure of its walls divided up
into three layers: The tunica intima, media and adventitia. The center of the
vessel, where the blood flows, is called lumen. The intima is composed mainly
by endothelial cells and collagen fibers and it is the innermost layer and the

adventitia contains loosely connective fibers and elastin, and is the outermost



Figure 2.1: CardioVascular system and its vessels: Arteries (left) and veins
(right). Generated with BioDigital3D 2019).

layer of the vessel. These two have little to no mechanical function, as the cells
and fibers are sparsely distributed. On the other hand, the tunica media, that
is composed mostly by elastin, collagen and muscle cells, provides the vessels
mechanical resistance. These layers change in thickness and in composition with
the diameter and the type of vessel. In the arteries, the tunica media is very thick
in order to withstand and maintain the pressure in the system, while in the veins
this layer is much thinner as the pressure that they undergo is low
and FETJO, 2011; NICHOLS et al., 2005; PEDLEY and LUO, [1995). Figure
illustrates the histology of a vein, with the three tunicas and a representation

of a valve that prevent backflow. These valves are positioned at constant spaces
throughout the veins. Arteries do not have valves, since the pressure is higher
and, thus, do not suffer from backflow (unless in case of some disease).

All the blood that is pumped from the heart goes to arteries that branch out
to smaller ones, then to arterioles (minuscule vessels where the three tunicas
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Figure 2.2: Heart and its structures. Generated with BioDigital3D (2019).

are no longer distinguishable); and then to a network of capillaries, where the
walls are composed just by endothelial cells that permit the blood perfusion to
the tissues. Then the capillaries unite to form the venules, that take the already
perfused blood to the veins and finally, back to the heart (BLANCO and FEIJO,
2011} NICHOLS et al, 2005; PEDLEY and LUO; [1995).

This process occurs twice at every cardiac cycle. The right side of the heart

pumps blood to be oxigenated in the lungs, thus called pulmonary circulation
(or small circulation); while the left side of the heart pumps blood to the entire
body, thus called systemic circulation (or large circulation) (BLANCO and FETJO,
2011;[NICHOLS et al., 2005; PEDLEY and LUO; [1995).

The arterioles caliber can be internally adjusted in order to maintain pressure

and flow. That adjustment can be controlled by neuro-regulators or bio-chemical
regulators. The neuro-regulation works with the nervous system: when the pres-
sure gets too high or too low, sympathetic or parasympathetic nerves are stim-

ulated to regulate the cardiovascular response. Bio-chemical regulation occurs
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Figure 2.3: Vein and its structures. Generated with BioDigital3D (2019).

with the presence of a chemical substance that regulates the response, e.g., the
sodium can increase the blood pressure (SHI et al.|, 2011).
Finaly, the blood is also a subject of interest. This fluid is constituted of

plasma and cells (red cells, platelets, white cells, etc.). Its behaviour as a New-
tonian or non-Newtonian fluid is important to scientists, who use a more me-
chanical approach to model the cardiovascular system. In this thesis the physical
aspect of the blood will be not dealt with, as a simplified model is employed,
altough it can be used to be more rigorous with models for the flow inside cap-
illaries, where the diameter of the vessel is roughly equal to the suspended cells

in the fluid. Anyway, more complex models can (and will) use rheology data of

the blood (BLANCO et al., 2010; VALENCIA and VILLANUEVA, 2006).

2.2 Mathematical modelling of the cardiovascular

system

Ancient civilizations in the world already used the concept of arterial pulse in
order to obtain information to support their diagnosis of diseases. Much has
been explained since, by mathematical models, but there are still a long way to
go in order to fully model this system. In his paper, PARKER| (2009) gives more
details about the evolution of arterial wave mechanics through the centuries.
FRANK (1899) mathematichally formulated the windkessel effect, that was
based on old-fashioned fire engines that had a chamber filled with air used to

7



damp the oscillations in the water flow due to intermittent pumping, resulting
in a almost perfectly steady flow. His work was the first macroscopic arterial
model. It accounted for the resistance and compliance of the vessels, thus being
called two-element windkessel model. Although being a good formulation, it
did not represent well some aspects of the blood flow and pressure, and was
extended to three and four-element in order to overcome this problem (STER-
GIOPULOS et al.,[1999; WESTERHOF et al., 2009).

After Frank’s work, electric circuits analogies began to be applied, also used
on other fields (FIRESTONE, 1933; HOLANDA, 2015, e.g), to represent the car-
diovascular network (WANG et al., 1989). The windkessel and the following
models are called macroscopic (or lumped-parameter), as it simplifies the vas-
cular sites as discrete entities that have its spatial characteristics summarized in
some parameters. Since the model is not distributed (spatially) it is also called
0D and it will be discussed with more details further on.

Zero-dimensional models gives an overall view of the system, but the sim-
plifications make it difficult to combine them with clinical measurements, as
it is not easy to obtain those parameters. They are, in general, used to give
quantitative insights of the global cardiovascular dynamics, as high dimensional
approaches have a intricated structure and thus are limited to local studies
(LIANG and LIU, 2005; SHI et al|, 2011). Thus, several works couples the zero-
dimensional models with high dimensional ones, accounting for the global circu-
lation and more detailed local hemodynamics (BLANCO et al., 2010; CANUTO
et al., 2018; KERCKHOFFS et al., 2007; LIANG et al., 2009).

Higher dimensional studies are well documented also (ETHIER| 2002; LIU
et al., 2011, MYNARD and SMOLICH, 2015 VALENCIA and VILLANUEVA,
2006; VAN DE VOSSE, 2003; WILLEMET et al., 2015} ?). One-dimensional mod-
els uses axisymmetric form of Navier-Stokes equations to provide a pulse wave
transmission study (CANUTO et al., 2018; KOPPL et al |, 2018; LIANG et al., 2009);
the two-dimensional models accounts for the radial variation in the velocity,
however they are not much addressed in literature; in turn, three-dimensional
models requires plenty of computational resource, therefore it is generally ap-
plied to specific structure with a complex flow pattern, such as the aorta, ventri-
cles, cardiac valves, etc., matching a physiological or pathological interest.Those
1-3D models can yield information like shear stress at the wall, that can support
a physician’s choice for a suture, for example, in order to maintain anastomo-
sis (BULANT, 2017, GUDINO and SEQUEIRA, 2017; SHI et al., 2011). Zero-
dimensional models lead to a set of ordinary differential-algebraic equations,
whilst the higher dimensional models constitute a set of partial differential equa-
tions, that has a higher computational cost. These equations describe the con-



servation of mass and momentum as well as the constitutive relations.

The mass transfer problem is less well addressed in the literature comparing
to the models for the general system and its diseases (stenoses, aneurysms, etc.).
In fact, there are a very few studies that assess this problem with a global view,
i.e., the majority of the reported studies assess the mass transportation from the
lumen of the vessels through its wall and in a specific location, as it is used most
in higher dimensional models (KAAZEMPUR-MOFRAD and ETHIER, 2001;
RAPPITSCH and PERKTOLD, 1996; VALENCIA and VILLANUEVA, 2006} ?).
In another words, there are few to none mathematical studies of how a com-
pound (excluding the components of blood) is transported through the vascular

system around the body. This matter will be better assessed later.

2.2.1 The 0D Resistive-Compliant model

Before we get to the full explanation of the OD model, some ideas must be dis-
cussed in advance. To make analogy with an electric system is not exclusive of
cardiovascular models. That analogy is vastly used in many fields (FIRESTONE,
1933; [ HOLANDA, 2015) in order to simplify the system. This approach is usu-
ally called capacitance-resistance model (CRM).

In order to understand the parameters RLC of this model, we will analyze
the circuit in Figure that has a font, a resistance and a switch. When the
switch is open, no current passes through the resistance, whereas when it is
closed, there is a current in the system. Now, if this switch opens and closes
the circuit regularly, that current would be on and off with time. But if we add
a capacitor, like in Figure (2.5), when the switch is closed the capacitor charges
and when the switch is open, the capacitor discharges maintaining the resister
under a current. Now, if once again we make the switch go on and off regularly,
the presence of the capacitor will ensure a non-null current until the next cycle
(AMBROSI et al., 2012; BLANCO and FEIJO, 2011).

In the cardiovascular model, when the switch is on, is the equivalent to sys-
tole; and when its off, diastole. The electrical resistance is analogue to the vessel
resistance that opposes to the flow. Finally, as the vessels are elastic, when the
high pressure flow comes in, it dilates and stores potential elastic energy, releas-
ing it back to the fluid as the pressure diminishes in order to maintain the fluid
circulating. That is called compliant model, thus the name of this model based
on this analogy: Resistive-Compliant model (AMBROSI et al., 2012; BLANCO
and FEJJO, 2011).

Table summarizes the analogies between these two systems.

The study from WANG et al.| (1989) was the first one to present the electric-



Figure 2.4: Resistive circuit with switch.

— o O

Figure 2.5: Capacitive-resistive circuit with switch.

Table 2.1: CRM’s underlying analogies.

Capacitor Resistor circuit ~ Cardiovascular system

Driving force voltage difference, AE pressure difference - AP
Flow equation Ohm’s law, I = ARE Q= ARP
Resistance, R fi(material property, Ac, L) fo(tissue property, Ac, L)
Capacitance, C C= AE C= ﬁ

circuit analogy applied to the cardiovascular system, and to use the CRM to a
arterial tree. They considered Newton’s law and continuity equations to model
the flow in any length of the artery, as shown in Equations (2.I) and 2.2), re-

spectively.
—AP = Ld—Q +RQ (2.1)
dt
av dP
=C— 22
dt =C dt 22)
where
resistace, R = SALZV
compliance, C = W

inertance, L = %
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and:

v is the blood viscosity;

p is the blood density;

E is the Young’s modulus of the blood vessel;

A is a cross-sectional area of the segment of artery;
h is the wall thickness of the vessel.

WANG et al.| (1989) also applied their model to simulate disease conditions
(the effect of stenosis in a few cases.), using a coefficient a to correct the three
inicial parameters (R, C and L) in order to represent a stenosed artery. The
study results are representative, even in disease cases. It is important to point
out that their study only approached the coronary arteries, and the RCL param-
eters where dependent of the length of the segment of artery (after integration)
that difficult its estimation. Although further developments were made, the
capacitance-resistance model is since the most used macroscopic model in the
field of cardiovascular systems (BLANCO and FEJJO, 2011; BLANCO et al., 2010;
DUANMU et al} 2018} LIANG and LIU, 2005; LIANG et al., 2009; SHI et al., 2011}
STERGIOPULOS et al., 1999).

2.2.2 The 0D compartmental models

As previously said, the two-element windkessel (FRANK, [1899) was the first
macroscopic model, that consisted of a peripheral resistance of the vessel and
its capacitance, this last one being determined mainly by the elasticity of the
large arteries, Equation (2.3) (PARKER, 2009; WESTERHOF et al.|, 2009)). Even
though it is very simplified, Frank’s model is still used until these days in clinical

practice for the estimation of the total arterial compliance.

—t
Pyig(t) = PeseRe (2.3)

where P, is the end-systolic aortic pressure (start of diastole) and Py, is the
diastolic aortic pressure.

On the other hand, this model has several drawbacks as it does not account
for veins pressure (assumed as zero) and does not represent the impedance of
the proximal aorta in high frequencies since it has only one time constant. By the
time that the model was formulated, it was possible to measure only the aortic
pressure, but with the advent of modern equipments and measurements it was
noticed that Frank’s model failed to predict aortic systole (BURKHOFF et al.,
1988 LIANG and LIU, 2005; PARKER| 2009; SHI et al., 2011; STERGIOPULOS
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et al, 1999, VAN DE VOSSE and STERGIOPULOS, 2011; WESTERHOF et al.,
2009).

Following studies enhanced the model by adding a third element to account
for the impedance of the arterial network, improving the prediction at high fre-
quencies. This model became known as RCR (as the windkessel is the RC). Al-
though being widely accepted macroscopic model, the three-element windkessel
still have significant limitations since the oscillations in the aortic impedance are
not modeled and the estimations for the capacitance and aortic ” are severely
compromised (LIANG and LIU, 2005; PARKER, 2009; SHI et al., |2011; STER-
GIOPULOS et al., 1999; WESTERHOF et al., 2009). To overcome this problem, it
was proposed a fourth element to the model, a inertia term or inertance (RLCR).
STERGIOPULOS et al| (1999) compared the predictions of the RCR and RLCR
windkessel models, showing that the latter returns a better fit of experimental
data. Moreover, the authors gave a physiological meaning for the fourth term
as the summation of all the local inertances of the arterial system. The problem
seems to be difficulty to estimate the inertance. Further developments on this
matter only rearrange the equations or include more parameters, originating
even more difficult to apply models that are not widely used and thus will not
be further discussion to assess this issue.

The windkessel model and later developments aforementioned, can be clas-
sified as mono-compartment models, since the whole vasculature is treated as
a single block with resistance (R), compliance (C) and inertance (L), hence, this
type of models does not account for the internal pressure and flow-rate distri-
bution. These drawbacks can be tackled with multi-compartments models that
represent the vessel network as separated blocks (or compartments) for each
chosen site of this network that are described by its own RCL parameters de-
pending on block’s position. The system compartimentalization can be assessed
by the particular needs of each study, but each block must have its own deriva-
tion of RCL models according to its local, e.g, a vessel cannot be modeled the
same way as a cardiac valve (LIANG and LIU, 2005} SHI et al., [2011).

While the mono-compartment models can represent the whole body, this is
also possible for multi-compartmental models using closed-loop systems. An
interesting idea is that a multi-compartmental model taken to the limit of its
segmentation should be similar to a 1D model. For SHI et al.| (2011) the convec-
tive acceleration term in 1D models is the main difference between the former
and 0D models. This study uses a multi-compartmental closed-loop macroscopic
model and all the vessel network segmentation and required equations will be
approached in Chapter 3.

Finally, a major drawback regarding macroscopic models is the difficulty to
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obtain the values for the parameters. Many studies rely on experimental data for
its parameters, but they are often incomplete, have limited precision and, most
important, are invasive. If the whole argument of having a numerical model
to support physicians diagnosis is to diminish invasive procedures than these
models fall short. Thinking about that, in a recent study, MEI et al.| (2018) pre-
sented a model for the windkessel effect with a mechanist theory based on the
fluid-structure interactions, where “the empirical parameters can be theoretically

derived in terms of the structural properties of the vessel system".

2.3 Pharmacokinetics

During drug development process, or during therapy, it is important to know
how that chemical will be dealt with throughout the body. “What is the target
tissue for the drug?", “what concentration that is needed in said tissue, and how
much have to be administered to achieve that concentration?", “how it will be
administered?", “which chemical processes the drug have to endure until it can
reach the target tissue?" are, among others, questions that have to be answered
if anyone want to successfully develop/prescribe a drug.

Most of those questions will be answered by studying the pharmacokinetics
of the drug. Using the concepts of chemical kinetics and physiological param-
eters, allied to experimental data, it is possible to study the behavior of drugs
introduced in a living body, providing physicians and health professional ac-
tual scientific basis rather than relying on rules of thumb to prescribe a drug
treatment.

Pharmacokinetics is widely approached in the literature as well as its mod-
els. However, the coupling of drug kinetics with fluid mechanics could not be
found in literature. To illustrate, we did a analysis of publications in the WebOf-
Science database for the cross between the key words “pharmacokinetics”" and
“models" and “PBPK". Figure [2.6/shows plot results of publications per year for
the last 25 years. Although that seems much, when crossing “pharmacokinet-
ics" with “drug delivery", “0D model", “mass transport" or “fluid mechanics",
until the writing of this study, we could not find any study that approached the
circulation-drug system from a mechanical point-of-view, accounting for both
fluid mechanics and pharmacokinetics, as is presented here.

Usually, models for drug delivery throughout the body are empirically based,
i.e., there is no mechanical models included and they rely mostly on the con-
centrations of the drugs obtained by experimentation and on chemical kinet-
ics. Even though those models are useful, understanding the fluid mechanics

could improve predictions, moreover, another applications could arise from the
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Figure 2.6: Number of publications per year with just for studies with the key
words “pharmacokinetics”, “model" and “PBPK". Obtained from WebOfScience
database.

coupling. A example could be to monitor the formation and displacement of
thrombus in the body.

2.3.1 Initial Concepts

In order to proceed, we have to introduce some important concepts first (DE-

DON et al., 2013} DI and KERNS, 2015).

e Xenobiotic: Chemical substance found within an organism that is not nat-

urally produced or expected to be present within the organism;

e Plasma: Liquid portion of blood where all particles are suspended, ac-
counts for 55% of all human blood volume;

e Absorption: In pharmacokinectics, the absorption of a xenobiotic occurs
when it crosses the a plasma membrane and enters the bloodstream from
an external source. The rate of absorption will be limited either by the
kinetic of its transport through the membrane or by bloodflow, when the
kinetic is fast enough. A number of variables can affect this rate, like pH,
blood pressure, solubility, degree of ionization of the component, residence
time, among others. When the xenobiotic reaches the bloodstream without
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having to cross a plasma membrane, like in a intravenous injection for

example, it is said that there is no absorption.

e Distribution: the distribution occurs when a xenobiotic leaves the blood-

stream and enters the tissue.

e Volume of Distribution (V;): Is the ratio between the amount of chemical
in the body and its plasma concentration. It indicates how widely a com-
pound is distributed in the body. Usually is expressed in terms L/kg of
body weight or mL/kg of body weight.

Vi — Amount of drugin body
4™ Concentration in plasma

e Plasma Clearance (C/): Volume of plasma completely cleared of drug per

unit time by all routes and mechanisms. Usually is expressed in terms of

mL
min/kg"

e Bioavailability (F): Percentage of a drug dosage that actually reaches the

bloodstream. For intravenous administrations, bioavailability is 1.

e Plasma half-life of a drug (#; /5): Time for the concentrations of a chemical

in plasma to reduce in hallf.

e Partition coefficient: Measures the affinity of a given chemical for a tissue,
relative to blood:

B = Concentration of the chemical at the tissue
B Concentration in plasma

Once in the bloodstream a chemical will be distributed to the tissues where it
can be stored, metabolized or eliminated. Likewise the absorption, distribution
can be perfusion driven or diffusion driven, depending on the limiting factor
for the transport through the cell barrier. However, even though this is true for
equilibrium, in early stages of distribution, highly perfused organs may achieve
higher concentrations of a chemical then low perfused ones, regardless of par-
tition coefficients. Nonetheless, by final stages of distribution the chemicals are
redistributed and the relative affinity of the component for a specific tissue will
determinate which tissue will receive more chemical (DIX| 2001).

Some chemicals can be stored in the body and be redistributed later, due to
a equilibrium displacement process. When the concentration of the chemical

lowers in the body, then the equilibrium is displaced and some of the stored
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Figure 2.7: Illustration examples of drug administrations via enteral, parenteral
and other routes. Generated via BioDigital (bio}, 2019) and adapted.

chemical will be liberated in the system. The fat is an excellent storage depot
for lipophilic chemicals, including toxins and when the body consumes the fat,
these chemicals will be again released in bloodstream (that is why losing weight
very fast can cause many problems), while bone tissue is a good storage depot
for metals (DIX, 2001).

The routes of drug administration are presented in Figure As mentioned
before, the absorption phase is bypassed when intravenous (IV) injections are
performed. Aside from being delivery straight to the bloodstream, a drug has to
undergo absorption. It is important to understand each mechanism of absorp-
tion in order to understand how the chemical will reach the bloodstream and
which is the concentration at that point. The mass transfer in the absorption
phase greatly decreases the concentration of a chemical when compared to an
IV administration. In absorption, one must consider mainly the metabolism and
the partition coefficients for the tissues involved (DEDON et al., 2013).

When something enters the body orally it gets into the gastrointestinal tract.
This tube is covered with mucosa tissue, that is highly irrigated. The intestines
have a large surface area that aids in the absorption of chemical that still could
not pass the plasma barrier in the stomach. All the chemicals absorbed in the
gastrointestinal tract enters the portal circulation, through the portal vein, and
gets metabolized by the liver (with exception from via sublingual and anal, that
goes straight to the bloodstream). That has to be taken into account when model-
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ing drug distribution, because most of the drugs are metabolized and inactivated
by the liver, when taken orally, reducing the actual concentration of the chemi-
cal that is to be delivered throughout the body, rendering an incorrect model for
component distribution (DIX, 2001).

The gas-exchanging region of the lungs also are rich in capillaries, that allows
chemicals permeate to bloodstream. For any chemical to be absorbed by the
lungs it has to be in a gas, vapor or particulate (suspended in air) form. On
the other hand, dermal doses are the ones with lowest absorption rates among
these, since the outmost part of the skin is not so perfused as the others tissues,
what makes it a good barrier for the body. Most part of drugs designed for the
skin (e.g. lotions) do not even reach the blood stream and, therefore, have just
local action, generally being just washed off (GARFITT et al., 2002).

2.3.2 Pharmacokinetics models

The absorption and distribution of any chemical is carried out at the level of
the capillaries. The thin membrane of these structures allows the exchange of
molecules from bloodstream to tissue and vice versa. It means that the larger the
surface area of a tissue, the better the absorption/distribution occurs in it. Also,
the pores size of cells can improve or decrease the amount of chemicals that
crosses its membrane. In the kidney, for example, the pores are considerably
larger than the ones on other cells of the body. That increases the quantity of
molecules that can be transfered from blood to the kidney, therefore aiding the
removal of toxins from the system (DIX, 2001).

The reiterated exposure to a xenobiotic chemical has to be taken into consid-
eration in a specific model, as it influences its storage in the body, and therefore,
its concentration. If the time between exposures is longer than the half-life of
the chemical in the body, then its unlikely to be stored in the body. However, if
the time between exposures is smaller than the half-life, then the chemical will
be stored (DIX| 2001).

There are several models widely used in the field of pharmacokinectics that
are separated in two great groups: Non-Compartimental and Compartmental
models. The latter can be divided into classical and physiologically based mod-
els (PBPK). The main goal of these models is to predict the blood concentration
of a drug and its variation in a period of time. The Non-Compartmental mod-
els, as the name suggests, do not compartmentalize the body into segments to
be modeled separately, but relies on the statistical moment theory in order to
analyze plasma-concentration vs. time data (DLX, 2001). Non-Compartmental

models are not the subject in this research and will not be further addressed.
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As discussed in section 2.2.2, compartmental models are characterized by
the division of the system into one or more compartments, each one with its
set of equation that describe its intrinsic dynamics as well as the interaction
(mass/energy transfers) between them. Also, in each compartment all the stream
components (chemicals, fluid, components, parameters, etc.) are equally dis-
tributed, i.e., all compartments are homogeneous. Figure [2.8 show examples of
one and multicompartimental models.

According to DIX (2001), classical compartmental models can be used in
pharmacokinetics to obtain volume of distribution (V};), absorption and elimi-
nations rates constants, elimination half-life and plasma clearance (Cl), that are
essential parameters to represent a chemical transport throughout the body.

One-compartment model is adequately used to describe the pharmacokinet-
ics of rapidly equilibrating chemicals (between blood and tissue), and models the
body as a single homogeneous compartment. But when the kinetic is not fast, or
during excretion (elimination) of the chemical, this model cannot provide an ac-
curate concentration profile. Therefore multicompartiment models are required.
Usually, for a multicompartment approach, one-compartment model is used for
the rapidly equilibrating tissues, such as the ones which have higher perfusion,
when the others are modeled separately. In both approaches, the elimination is
assumed to occur only from a single compartment. In multicompartment mod-
els the absorption, distribution and elimination are modeled as only linear or
tirst order processes (DIX, 2001).

Although useful, classical compartmental models do not represent physio-
logical or anatomical reality. On the other hand, PBPK models are designed to
represent that reality. Since the modeling for this research is based on PBPK
models, we are going to enter into further details of the method.

Physiologically Based Pharmacokinetics models

Physiologically Based Pharmacokinetics models (PBPK) provides an approach
minding the physiological and anatomical aspects of the system. For this kind
of model, the compartments represent organs or tissues and are connected by
bloodstream. A xenobiotic may enter the body by any route (oral, dermal, in-
halation and intravenous) as well as it can be eliminated by urinary excretion
(kidneys), exhalation (lungs) and metabolism (liver). In order to develop a PBPK
model, one have to consider the type of chemical that is being dealt with in order
to add/remove some site of greater/smaller importance, i.e., a target tissue for
a specific drug can be added, for example, in order to monitor the concentration

of the drug in that specific place. It may be important to add skin, gastroin-
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Figure 2.8: Pharmacokinectics models: one and multicompartimental.

testinal tract and lungs, for example, due to the fact that these sites are a great
absorption site for chemicals when dealing with oral, dermal and inhalation
doses, for example. Figure [2.9/ show an example of a PBPK compartimentaliza-
tion. Regarding distribution, it is useful to include highly perfused tissues and
poorly perfused tissues so to provide a better prediction of plasma concentra-
tions in early and final stages of this process. Fat is usually also included in
PBPK model due to the high partition coefficient of lipophilic chemicals.

Once the modeling sites are defined, a PBPK model require a mass balance
for each compartment and its parameters are specific for each drug and site tis-
sue. According to BROWN et al.| (1997), a key point to PBPK model accurate
predictions is the parameter characterization, considering that the major advan-
tage of such models is the possibility to represent more specific systems with
the same model structure just by choosing the right set of parameters for each
individual case.

DIX| (2001) divides PBPK’s parameters into three groups: physiological,
physicochemical and biochemical. Physiological parameters comprises the char-

acteristics of the biological system itself, e.g., cardiac output, tissue volumes,
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blood flow, etc. The physicochemical parameter or tissue partition coefficient
describes the relative solubility of the chemical in the media whilst biochemical
parameters are the ones that depict the interaction between chemical and tissue,
like the absorption, distribution and elimination rates as well as the macromolec-
ular binding. The latter is the trapping of a chemical by a protein in the body
and can significantly change the concentration of a drug in the bloodstream
when the binding is suddenly broken (like the rapid loss of weight, as men-
tioned before). Physiological parameters depend only on the underlying aspects
of the body and will be constant for several cases whereas physicochemical and
biochemical parameters are dependent on the compound properties and thus
are case-specific. Even though this is true, some physiological parameters may
vary in some cases, but these changes can be accounted for in the model if nec-
essary. Anyhow, these parameters tend to be constant. The administration route
is a important input in any PBPK modeling. Each route will lead a chemical
through different tissues with distinct properties and thus distinct physiological
parameters. For example, a oral intake will force the drug to undergo what is
called first-pass effect, that consists in taking the drug through the portal system
to be metabolized in the liver, which may significantly reduce its bioavailability.
(DEDON et al., 2013)
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Figure 2.9: Physiologic Based Pharmacokinectics model (PBPK).
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2.4 EMSO Simulator

Enviroment for Modelling, Simulation and Optimisation (EMSO) was presented
by SOARES and SECCHI| (2003) as a tool for dynamic processes simulation.
EMSO is a object-oriented language, open-source software that allows the user
to inspect and edit built-in models as well as create new ones, what makes it
widely applicable. Another compelling characteristic of EMSO is the auto-check
consistency of units, initial conditions and system solvability. EMSO employs
index reduction methods for solving high-index differential-algebraic equations
(DAE). The coding is very straightforward and all equations can be written as it
is, without the need to isolate variables or translate as a state-space form, what
is time-saving.

SOARES and SECCHI| (2003) presents three major entities in EMSO language:

e Models: Mathematical abstraction of a device

e Device: A particular aplication of a model. A single model can have several
devices distinguished by its parameters, specifications and so forth.

e Flowsheet: Represents the process to be analyzed, that is a connection of
devices

EMSO has been gaining recognition over the years and several studies were
presented using the software. However, none of the studies simulated complex
living systems. Figure depicts published studies involving EMSO since its
presentation by SOARES and SECCHI (2003) while Figure depicts the fields
of study that EMSO is applied in published papers.

We chose EMSO for the simulations for the possibility of defining the models
separately and then put everything together at flowsheet environment, creating
“devices" that are declared as a type of each model previously defined. Those
devices are then connected simply by linking the output of one compartment
to the input of another in just one line of code. EMSO also provides a graphic
interface where one can define devices and make connections by dragging icons
into the workspace and graphically connect one to another as well as set the
parameters and so on. That way is easy to add or remove sites/compartments
without having to change large portions of code. That graphic environment
resembles the Symulink by MathWorks®), but with the convenience of a open-
source software. Figures to illustrates examples of implementation, in
EMSO, of models, devices and connections.
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5 mitral .OUTLET

52, Teft_ventricle.OUTLET

53 aortic.OUTLET

54

55 #Sistemic Circulation

56 systemic_arteries .OUTLET
Eg arterioles.OUTLET

59 #*Superior Circulation™#
60 venules.OUTLETL

61 superior_veins.OUTLET

g% superior_vena_cava.OUTLET
64 #Inferior Circulation

65 venules.OUTLET2

66 inferior_veins.OUTLET

67 inferior_vena_cava.OUTLET
68

69 #Heart again

70

71 mixer.OUTLET

72 right_atrium.OUTLET

73 tricuspide.OUTLET

74 right_ventricle.OUTLET
75 pulmonary.OUTLET

76

77 | SET

to
to

to
to
to
to

to
to

to
to
to

to

to

to
to
to
to
to

pulmenary_vein.INLET;
Teft_atrium.INLET;

mitral.INLET;
Teft_ventricle.INLET;
aortic.INLET;
systemic_arteries.INLET;

arterioles.INLET;
venules. INLET;

superior_veins . INLET;
superior_vena_cava.INLET;
mixer.INLET1;

inferior_veins.INLET;
inferior_vena_cava.INLET;
mixer.INLET2;

right_atrium.INLET;
tricuspide.INLET;
right_ventricle.INLET;
pulmenary.INLET;
pulmonary_artery.INLET;

|Ready.

[ | Mode: Text Editor

Mode: 2ureal-time

Figure 2.14: Example of “Connections" declaring in EMSO flowsheet.
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Chapter 3

Methodology

3.1 The closed-loop macroscopic model in a cardio-

vascular system framework

As mentioned before, in this study approach is applied to a multi-
compartmental model for the circulation. This method permits a better assess-
ment of the problem and improves the system response (prediction) when com-
pared to the open-loop mono-compartmental model, as well as consists on a
simplified option to the 1D spatial discretization with less computational cost.
Furthermore, it is important to point out that the cardiovascular system has a
transient behavior.

In order to use the multi-compartmental approach, first it was necessary to
divide the sites of the system network into four categories: heart chambers, heart
valves, large vessels and microcirculation, regarding their specific model. Once
this first distinction is assessed, any spatial compartmentalization can be cho-
sen, considering that the difficulty to obtain parameters increase significantly
with the spatial discretization. For this study the cardiovascular system was
divided into 18 compartments that are specified in Table Figure illus-
trates the physiology of the while, Figure illustrate a process flowchart for
the cardiovascular system with the compartiments presented in Table The
tissue compartment for this primary part is only a pass-through object. The
pharmacokinetics will be adressed later.

In the next sections the macroscopic models used for each of the compart-
ment will be described. The approach used here for the cardiovascular model
has been widely applied (ABDOLRAZAGHI et al., 2010; BLANCO and FEIJO,
2011; BLANCO et al.,2010; DUANMU et al., 2018; LIANG and LIU, 2005; LIANG
et al., 2009; WANG et al., 1989, e.g.).
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Table 3.1: Compartimentalization of the system network.

Category Compartment

Right atrium (RA)

Left atrium (LA)

Right ventricle (RV)

Left ventricle (LV)

Pulmonary (Pu)

Mitral (Mi)

Tricuspid (Tr)

Aortic (Ao)

Pulmonary artery (PA)

Pulmonary veins (PV)

Systemic arteries (SA)

Inferior venules (IVen)

Large Vessels Inferior veins(IV)
Inferior vena cava(IVc)
Superior venules (SVen)
Superior veins (SV)
Superior vena cava (SVc)

Microcirculation Arterioles and capillaries (AC)

Heart Chambers

Heart Valves

3.1.1 Heart chambers

The elastance-based model is employed to model the four cardiac chambers.
This model consists in normalized time-varying functions for the elastance
of atria and ventricles that are the activation functions for the system. The
elastance function varies over the cardiac cycle according to a exponential
charge/discharge waveform (LIANG and LIU, 2005) and its form for a cardiac
chamber is given by Equation

Ecn(t) = Eaecn(t) + Ep 3.1)

where E 4 is the elastance amplitude, Ej is the baseline elastance, e, (t) is a func-
tion defined by Equation [3.2] for the atria, and by Equation [3.3] for the ventricles.

( i cos(n(t};‘”))] tae <t < tac+ Tac
wlt) =1 i+ cos(y(rtfgjzft) ))] tae + Tae < t < T (3.2)
31+ cos(m=p—)] 0 <t <te+Tor — To
| 0 tar + Tar — To < t < tac
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Superior Venules

Superior Vena Cava W y /

Pulmonary veins

Superior veins

-
Inferior Vena Cava "
nTerior Yena Lava

N\ e
* Aorta (sistemic arteries)

Inferior Veins -~
e YETS

Inferior Venules

Figure 3.1: Image of a human and its main vessels. The image was built in such
a way that the right side in the human there is just veins and in the left side,
only arteries. The labels intent to give an idea of what vessels we are simulating,
but are not the only ones that fit in each category. Other vessels were occulted

for image clearness. Generated via BioDigital 2019).

311 — cos(r7-] 0<t< Ty
eo(t) =9 31+ cos(n(ti—rf”;"))] Toe <t < Ty + Ty (3.3)
0 Toc + Tor <t < Ty

The parameters Tur, Tae, Tor and Ty, are the duration of ventricu-
lar(v)/atrial(a) contraction(c)/relaxation(r), while T is the duration of the en-

tire cardiac cycle; t,c and t, refers to the instant that the atria begins to con-
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Figure 3.2: Flowchart of the cardiovascular system from a process engineering
point-of-view.

tract/relax. With this, the pressure in each chamber is given by Equation

(3.4)

where V) represents the dead volume and S, is the viscoelasticity coefficient of
the cardiac wall given by Equation

Sch = “chlPin| (35)

where «, is a constant. The variation of the volume of the heart chamber is
given by the difference between inflow and outflow (Equation 3.6).

av

W = Qin — Qout (3.6)

The implementation of this model was not so trivial in EMSO. At first, we
tried to use t = time — round((time — T)/T) but the EMSO does not deal well
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with the discontinuity of the function round and we had problems with the inte-
gration. We also tried to apply some periodic function like a sine or cosine, but
we still needed the number of n7 cycles, but there was no way of finding out
the “n”, necessary for each period.

The way we found to solve this problem was to use a variable that accounts
for the elapsed time during the first three phases of Equation [3.2| within a heart
beat, and is continuously reduced to zero during the last phase of that equation.
That way, at every heart cycle, we have a variable time that will increase and
then return to zero periodically. The piece of the code below shows how this
was implemented for the atrium model.

It is important to point out that the original segmentation within a heart beat
was displaced. That was necessary to maintain the system stable. In the original
segmentation, the last phase part took place in a very small time span, numerical
instability during the integration. We had to adjust the time frontiers and cosines
arguments to maintain the representativeness of the model. Since the system has

a periodic behaviour that change has no effect in the overall results.

3.1.2 Heart valves

To model the four cardiac valves, its made the assumption the they do not offer
resistance to the flow. Therefore, instead of using a RLC model, it is applied a RL
model coupled with an ideal diode that accounts for the open/closed behavior
of the valve (BLANCO et al., 2010). It is important to mention that the use of the
formulation for an ideal diode is a simplification, as it treats the valves behavior
as binary, fully open or fully closed. However, more rigorous formulations, as
the one used by BLANCO et al| (2010), includes a coefficient that account for
the aperture of the valve orifice as a function of the opening angle of the valves.
For this study, only the ideal diode model will be taking into account that is
represented by Equation

L_de(;ut —+ RQout — Pi?’l - Pout Qout >0
Qout =0 else

(3.7)

3.1.3 Large vessels

In the compartments regarding the large vessels it is applied a RLC model,

where each compartment has a resistance (R), compliance (C) and inductance
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(L) parameters. Equations [3.8|and [3.9 represent this model.

d

L giut + RQout - Pin - Pout (3.8)
d

CE(PM — Pex) = Qin — Qout (3.9)

where P;,, and P,,; are the pressures at the compartment input and output, re-
spectively; while Q;, and Q, refers to the flow-rate at the same points. Pey; is
the external pressure, that can be considered constant and lumped with C.

3.1.4 Microcirculation

The microcirculation (or peripheral circulation) comprises the small vessels in
the system: the arterioles and capillaries. The venules are not modeled here, they
are rather included in the large vessels models. To account for the peripheral
circulation, the RCR windkessel models used, where the capillary resistance
(R¢) is linked in series with a two-element model for the arterioles (R, and C, in
parallel) (STERGIOPULOS et al.,[1992; WESTERHOF et al.,[2009). Equations [3.10]
represents this coupling.

d 1 d
3?” = R:R,C, RaCﬂE (Pin - Pout) + (Pin - Pout) - (RC + R”) Qout | (3.10)

According to BLANCO et al.|(2010), this windkessel element is a link between
the arterial and venous systems. Thus, the pressure input of the compartment,
P;,, comes from the arterial side while P,,; is output pressure, from the venules.
However, we had problem with initial conditions consistency when using Equa-
tion therefore we had to adjust the model in a way that was numerically
more stable for the software to deal with. The implemented equations are pre-

sented in Equations and

dap

CQE

= Qin — Qout (3.11)
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RaQin + Pintet = ReQout + Pout (3.12)

3.1.5 Parameters and initial conditions

Parameters were obtained from literature (BLANCO and FEIJO, 2011; LIANG
et al.,2009). Tables (3.2 to [3.5| display the parameters values for the models. The
initial conditions are Table The Xy conditions are only used in the pharma-
cokinetics section. The terms “in" and “out" refer to the inlet stream and outlet
stream. The conditions are mostly arbitrary based in ranges for the values found
in literature BETTS et al.| (2013); BLANCO and FEIJO| (2011); LUTTRINGER et al.
(2003).

Table 3.2: Parameters values for heart chambers.

Left Atrium Right Atrium Left Ventricle Right Ventricle

E, [mmHg-mL™1] 0.07 0.06 2.75 0.55
E, [mmHg-mL™'] 0.09 0.07 0.08 0.05
T, [s] 0.17 0.17 0.30 0.30
te [s] 0.80 0.80 — —

T, [s] 0.17 0.17 0.15 0.15
tr [s] 0.97 0.97 — —

To [[s] 1.0 1.0 1.0 1.0

o [s-mL™!] 0.0005 0.0005 0.0005 0.0005
Vo [mL)] 4.0 4.0 5.0 10.0

Table 3.3: Parameters values for heart valves.

Mitral Aortic Tricuspide Pulmonary
L [mmHg-s*-mL~!] 0.00002 0.00005 0.00002 0.00005
R [mmHg-s-mL~']  0.001 0.003 0.001 0.003

3.2 Pharmacokinetics in a process simulator

3.2.1 Mass transfer model

Each model is represented by equations that describe absorption, elimination
and transfer of chemicals between compartments. However, the rates depend
on the structure of the model, despite of the chemical’s nature that are mere

parameters. The transport mechanisms of the drug through the tissue boundary
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Table 3.4: Parameters values for veins and venules.

Sup.Venules  Inf. Venules Sup.Veins
L [mmHg - s> - mL™1] 0.00001 0.00001 0.000005
R [mmHg -s-mL™!] 0.14 0.04 0.03
C [mL-mmHg™!] 0.5 15 15.0

Inf. Veins  Sup. Vena Cava Inf. Vena Cava

L [mmHg -s* - mL™1] 0.000005 0.000005 0.000005
R [mmHg -s-mL™"] 0.009 0.0005 0.0005
C [mL-mmHg™1] 75.0 15.0 5.0

Table 3.5: Parameters values for other vessels.

Systemic PulmonaryPulmonary Arterioles Capillaries

Arteries Veins Arteries
L [mmHg - s* - 0.0 0.0 0.0 0.0 0.0
mL~1]
R [mmng .S - 0.0010538 0.01 0.08 0.463672  1.854688
mL~"]
C [mL - 1.2523 80.0 412 0.00001 0.0
mmHg 1]

layer, as well as its interaction with the membrane molecules, also influence in
the concentration of a specific component in the blood stream. But since we
are trying to give a more general approach for the problem, i.e., disregarding
the chemical reactions, that interaction will not be dealt with in this study. The
main idea is to focus on the mechanical dynamics of a component in the blood
stream.

The PBPK model presented here was based on existing models in the litera-
ture (DEDON et al., 2013; DI and KERNS, 2015} |DIX, |2001).

Initially, we included a model for an intravenous bolus (IV bolus) injection.
A bolus injection refers to a drug dose injected at once (opposing to a dose
delivered by a saline solution, that is injected over a certain amount of time). As
discussed before, the absorption is bypassed here. The initial step is to include
a mass balance for the component X (the chemical) (Equation [3.13)

dm

E = Xz’nQin - Xothout (3-13)
but,

m = Xoutv (3.14)
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Table 3.6: Initial conditions of the system.

Site Py [mmHg] Qo [™] Xo [§]
Pulmonary artery 8in 60 in 0.0 out
Pulmonary veins 5in - 0.0 out
Microcirculation  50in, 5out 2in 0.0 out
Superior Venules - - 0.0 out
Inferior Venules - - 0.0 out
Superior veins 3in 12 in 0.0 out
Inferior veins 3in 13 in 0.0 out
Superior Vena 3in 12 in,100ut 0.0 out
Cava

Inferior Vena 3in 11 in,100ut 0.0 out

Cava

Systemic Arteries - 0in 0.0 out
Right Atrium - - 0.0 out
Left Atrium - - 0.0 out
Right Ventricle - 10 in 0.0 out
Left Ventricle - 10 in 0.0 out
Tissue - — 0.0 out
d_m d(XoutV)
dt — dt
expanding Equations and
dm av dXout
ar e TV g
From the linear moment balance of the system we have:
AV = CdP,,
V = Vo = C(Pin — Pino)
and thus,
dP; aX
Xoutcd_;n + [VO + C(Pin - Pin,O)]d—;ut — XinQin - Xothout

(3.15)

(3.16)

(3.17)

(3.18)

(3.19)

With that balance in hands, we can now insert that into all the other com-

partments on the previous simulation. However, we have to make changes in
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the model for the compartment where the drug is injected and for the com-
partment where the drug is cleared from the blood system. We assumed the
superior veins for the injection and the withdraw of chemical occurs only at the
capillaries level, as discussed before. Figure |3.3|illustrates the process flowchart
with the drug injection and withdraw.

v

BOLUS
SVe |« SVen
A
PV » LA SA
» RA T
=
o
e
—» 2
2
PA L w
A 4 A 4
Tr
Mix X AC
Ao
[ E
Pu 3
Lv —s g
B
=
RV
Ve [ v IVen

Figure 3.3: Flowchart of the cardiovascular system with administration route
and witradraw of a drug.

Equations [3.20} [3.2T|and [3.22] are the model input for the superior veins com-
partment. The new term X;,Q;, is the amount of drug that enters the blood-
stream at that site by intravenous injection.

d
L0 | RQuur = Piy — Pau (3:20)
dp;
C d;n - Qin - Qout + in (3~21)
dp; dX
Xoutc_m + [VO + C(Pin - Pin,O)] out = XinQin - Xothout + Xiniv (3-22)

dt dt
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Now, for the withdraw, a kidney and liver compartment was added, where
the drug was removed by metabolism and excretion. According to DIX (2001),

elimination and metabolism can be modeled as a first order processes. (Equa-

tions and [3.24).

dX

Vi 2t = Qi (i — Xout) + Kunet * Xour # Vi (3.23)
e

Vi * I = Q * (Xin — Xout) + Kexe * Xout * Vi (3.24)

where: V is the volume of the liver (I) or kidney (k) and K is the first order rate
constant [1/s] for excretion an metabolism. X, is the concentration of drug
in the blood that leaves the tissue and goes back to the blood stream, while X;
and Xj are the concentration at the tissue. Q; and Qy are the blood perfusion
of the organ. We can express the drug concentration at the tissue as a fraction
of the concentration in the blood that perfuses a specific tissue, and depend
on the affinity between the chemical and the tissue, that is called plasma-tissue
partition coefficient. The partition coefficient (B) is represented by Equation 3.25,

Xt

Br=x - (3.25)

Equations and are the result of replacing Equation in Equations
and

dX
d:ut = Qg * (Xin - Xout) + Kexe * Xout * Vi (3.26)

Vk*,Bl*

dX
Vi x By * d_tk = Qk * (Xin - Xout) + Koxe * Xout * Vi (3.27)

where B; is the partition coefficient plasma-tissue for each organ.
Note that the withdraw term in Equation and are modeled the same,
as a first order process, but observe that excretion is a mass transport process,

while metabolism involves chemical reactions, and thus, can also be modeled by
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Michaelis-Menten kinetics (Equation 3.28).

Tmet Vinet = ———— Vinet (3-28)

where v, would be the maximum rate of reaction and K, the Michaelis constant.

3.2.2 Parameters

Tables [3.7]and [3.8 display the additional parameters used for these simulations.

Table 3.7: Parameters for elimination at the tissues.

Tissue Parameter

K []] B V[mL] Q["E]
Kidney 0.00196717 2737 3082 20.5802
Liver  0.002571 4.46 18002 27.082

[1]VANDEGINSTE e al] (1998)
2] LUTTRINGER et al (2003)

Table 3.8: Initial volume parameter for blood vessels.

Vo [mL]  Pulmonary Pulmonary Systemic Superior

arteries veins Arteries Veins
100 350 550 750
Inferior Superior
Vena Vena Inferior Superior
Cava Cava Venules Venules
370 400 370 500
Inferior
Veins Arterioles
800 450

[1] [YOUNG (2010) Calculated based in blood percentage
distribution for an average human (70kg)

3.3 EMSO and machine setup

A personal computer was used to carry out all simulations. Software and hard-
ware characteristics are listed in Table 3.9
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Table 3.9: Hardware and Software configurations.

Software
EMSO version Academic beta version 0.10.9 win32
DAE solver dasslc
Hardware
Operational System Windows 10 Home Single Language x64bits
Processor Intel Core™ i5
RAM 8.00 GB
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Chapter 4

Results and Discussion

4.1 Model implementation checking (without mass

transfer)

For the presented cardiovascular system, the simulations were run in a Intel i5
processor with 8GB of RAM and took an average 40 seconds to run 15 cycles
and no processor cluster was necessary.

For these simulations, a total of 15 cardiac cycles were run (15s).

BLANCO and FEIJO| (2011) presented results for the 0D model discussed
here. Therefore, all results we obtained were compared to those presented by
these authors.

As mentioned in Chapter 3, we made some adjustments in the model in
order to improve numerical efficiency, and one of them was the shift in the
order of the cardiac cycle steps. As a consequence, our results are displaced
with respect to those found in BLANCO and FEI]O (2011). Ergo, for the sake of
visual comparison, the initial points in our plot results were shifted in order to
match the starting point in the original results.

It is important to point out that we have no concern whatsoever, in this sec-
tion, to discuss the physiological meaning of all obtained results. We will pro-
vide some context, however, on importance and applications of some results.
Nonetheless, the main idea here is to provide verification for the implementa-
tion of the mathematical model in the software employed (EMSO), by comparing
it to others already validated results, as well as discuss modeling peculiarities.
Once we demonstrate that the model implementation in the EMSO simulator is
correct, then we can proceed to include pharmacokinetics models.

It is important to mention that the results used for plotting the graphics were
not selected from the beginning of the simulation. The data was extracted after

the system enters the cyclic steady state. In Figure where the pressure vs.
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time data is plotted over all 15 cycles, is visible the timespan for the system to
get to cyclic steady state. The data obtained from the period before reaching the
cyclic steady state has no physiological meaning, but rather is a measure of the
quality of the system set-up, e.g., quality of initial conditions. The results from
simulations are presented in Figures [4.1| to
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) 5 10 15
time [s] time [s]
(a) (BLANCO and FEIJOLR011)*. (b) this work

Figure 4.1: Comparison between literature and obtained results for the variation
of the pressure with time in all 15 cycles, for the systemic arteries (SA) and left
ventricle (LV). Leftmost plot (a) is duplicated from literature, while rightmost
plot (b) is a result from this study. *Kindly authorized by the author.

Also, it is relevant to explain that we had no access to real data from patients
and could not find the initial conditions used for the simulations in literature.
However, as the main idea was to analyze the system in a qualitative fashion,
those values were not crucial. Therefore, we used rough averages for initial
conditions based on literature (LIANG et al., 2009).

Plots in Figure |4.2| display the curve for the pressure variation with time for
the left part of the heart (systemic arteries (SA), left atrium (LA), left ventri-
cle (LV) and right part of the heart (pulmonary veins (PV), right atrium (RA)
and right ventricle (RV)) from literature and the current study. Figure also
present pressure vs. time, but for other sites (LA, PV, RA, SVc and IVc). Figure
illustrate the flow that passes through the heart valves in a cardiac cycle and
Figure depicts the elastance function of the heart chambers vs. time. Ob-
serve that the close completely after the ventricle systole, when the mitral and
tricuspide valves permit some backflow during ventricle systole. A increase in
that backflow is a sign of heart disease. The peaks in flow through mitral and
tricuspide match atrial systole, whilst the peak for pulmonary and aortic valve
matches ventricle systole.

Those plots are an example that the variation profile was replicated for all

variables, but the values were, often, not the same. That is expected, since the
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conditions were arbitrated in this study. But the variation profile does not de-
pend on the initial conditions, but is rather a function of the parameters for
the compartments. These parameters were acquired from BLANCO and FEIJO
(2011), thus, it was expected that those profiles would match the ones found
in literature. Therefore, from qualitative point of view, the model successfully

returns representative results of the cardiovascular system.
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(a) (BLANCO and FEIJO, 2011)*. (b) (BLANCO and FEIJO, 2011)*.
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Figure 4.2: Comparison between literature and obtained results for the variation
of the pressure with time. Leftmost plots (a) and (c) depict the left part of the
heart (systemic arteries (SA), left atrium (LA) and left ventricle (LV)). Rightmost
plots (b) and (d) depict the right part of the heart (pulmonary veins (PV), right
atrium (RA) and right ventricle (RV)). (a) and (b) are duplicated from literature,
while (c) and (d) are results from this study. *Kindly authorized by the author.

Figure display the pressure variation in left and right ventricles vs. the
volume of the chamber and Figure (4.7) illustrates how the volume of the heart
chambers varies in time. Notice that the volume of the chambers never reaches
zero. That is due to the fact that not all the blood present in heart chambers are
pumped out. The ratio between the volume of blood during diastole (flow in)
and during systole (pump out) is called the ejection fraction (EJ). The ventricles
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Figure 4.3: Comparison between literature and obtained results for the variation
of the flow with time. Leftmost plots (a) and (c) depict the valves on the left part
of the heart (mitral valve (MiV) and aortic valve (AoV)). Rightmost plots (b) and
(d) depict the valves on the right part of the heart (pulmonary valve (PuV) and
tricuspide valve (TrV)). (a) and (b) are duplicated from literature, while (c) and
(d) are results from this study. *Kindly authorized by the author.

ejection fractions are a important parameter for physicians to evaluate heart
function and treatment development.

As mentioned before, we could not reproduce the exact same conditions that
led to those results found in literature, although, from a qualitative point of
view, all simulation were acceptable, as they can describe/predict the system’s
outcome in all aspects. A more thorough investigation for a realistic initial set-up
for the system could bring about representative quantitative results. Anyhow,
since this would vary from patient to patient, a qualitative analysis was sufficient
to validate de methodology.

From all the preceding results, we can conclude that the mathematical model
was sucessfully implemented in the EMSO simulator and the obtained results
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Figure 4.4: Comparison between literature and obtained results for the variation
of the pressure with time. Leftmost plots (a) and (c) depict the left part of
the heart (pulmonary veins (PV), left atrium (LA)). Rightmost plots (b) and (d)
depict the right part of the heart (right atrium (RA), superior vena cava (SVc)
and inferior vena cava (IVc)). (a) and (b) are duplicated from literature, while (c)
and (d) are results from this study. *Kindly authorized by the author.

were satisfactory and adequately reproduce literature results for all variables in

the model.

4.2 PBPK results

For the PBPK simulations certain conditions were assumed:

e The simulated drug is hypothetical;

e The administration route is an IV bolus with the injection site being the

superior veins;
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Figure 4.5: Comparison between literature and obtained results for the variation
of the elastance (Et) of a cardiac chamber with the time. Leftmost plots (a) and
(c) depict the left part of the heart (left atrium (LA) and left ventricle (LV)).
Rightmost plots (b) and (d) depict the right part of the heart (right atrium (RA)
and right ventricle (RV)). (a) and (b) are duplicated from literature, while (c) and
(d) are results from this study. *Kindly authorized by the author.

o All drug withdrawals (plasma to tissue) are carried out at the level of cap-
illaries;

e Drug withdraw is only for elimination;

¢ Elimination comprises only excretion at kidneys and metabolism at liver;
e There is no drug reabsorption (tissue to plasma);

e There is no macromolecular binding;

e Drug distribution is perfusion-rate-limited (diffusion is rapid, therefore
negligible);

e There is no drug in the system before the injection, therefore all Xy = 0.
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Figure 4.6: Comparison between literature and obtained results for the variation
of the pressure of a cardiac chamber with the volume of the chamber. Leftmost
plots (a) and (c) depict the left part of the heart (left atrium (LA) and left ventricle
(LV)). Rightmost plots (b) and (d) depict the right part of the heart (right atrium
(RA) and right ventricle (RV)). (a) and (b) are duplicated from literature, while
(c) and (d) are results from this study. *Kindly authorized by the author.

For the presented cardiovascular system, the simulations were run in a Intel
i5 processor with 8GB of RAM and took an average of 8 minutes to run 500
cycles and an average of 30 min for the 5000 cycles. No processor cluster was
necessary.

In order to consider that the distribution is perfusion driven, the concentra-
tions of chemical in the intra and extracellular spaces are considered in equilib-
rium, and therefore, the tissue can be represented as a single compartment (DIX,
2001). The kidney and liver were modeled in this single compartment.

The input parameter was a injection of Qiyjection = 2.5mL/s and Xiyjection =
50g/1 during 2 seconds, starting at 7s from the beggining of the simulation.
The results for the variation of the concentration with time for the injection
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Figure 4.7: Comparison between literature and obtained results for the variation
of the volume of a cardiac chamber with time. Leftmost plots (a) and (c) depict
the left part of the heart (left atrium (LA) and left ventricle (LV)). Rightmost
plots (b) and (d) depict the right part of the heart (right atrium (RA) and right
ventricle (RV)). (a) and (b) are duplicated from literature, while (c) and (d) are
results from this study. *Kindly authorized by the author.

compartment (SV), the microcirculation (AC) and elimination (by metabolism
and excretion) are represented in Figures and

The profiles results for de concentration at the injection site (Figure and
at the level of capillaries (Figure were within the expected. Note that the con-
centration at the injection site peaks up around seven seconds, but soon starts
to decrease once the drug input ceases. If we compare to the microcirculation,
the increase in the concentration only will start around 20s. That delay is ex-
pected, since they are not contiguous compartments. Also, we can observe at
Figure that the dynamics for the concentration is considerably slower than
the dynamics for the cyclic flow. This can be very useful, after all we are not just

interested in “if" the drug will reach its target tissue, but also “when". Usually,
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pharmacokinetics models rely on initial and final concentration of a xenobiotic in
a given tissue, and also how much time its concentration will stay above a given
threshold, treating it similar to a function of state. With this, the “IF" question
can be answered, but a there are a lot of parameters that derive from there, and
most likely will depend on the path that the chemical took there. To make this
more clear, we can look at the partition coefficient parameter. Let’s imagine that
a drug is administered orally. If we are to test a urine sample from the patient
and find low to zero concentration of that drug there, does that mean that the
partition coefficient of the drug is low relatively to the kidneys tissue? Not nec-
essarily. If the partition coefficient of the chemical relative to another tissue is
high enough, its bioavailability will be low, and it might not reach kidneys; or it
was not yet absorbed enough by the gastrointestinal tract to be detectable. That
is why the “when" question is important too. We want to know “if" a chemical
will reach its target tissue, but also when and what will be its concentration by
then. PBPK model are proven representative in many cases, but coupling with
a circulation dynamics model could be a way of enhancing its applicability and

efficiency.
Now that we discussed the importance of transport equations in a drug ki-

netics model, we can discuss elimination dynamics. Figures and
illustrate the results. Note that a 5000 cycle simulation was necessary to view

almost the whole profile of the drug withdraw.
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Figure 4.10: Results for the variation of concentration (X,ycretion) and
(Xinetabolism) that returns to the system.

It is important to point out that for this model, there is no "sink" for the elim-
ination stream, that is, we are not interested in monitoring how much is flowing
out, but how much is still on the system. Note that the Xj;j,eys and Xjipe, are the
outlet streams from the tissue compartment, and go back to blood stream, but

that is not due to reabsorption tissue/plasma process, but rather is the amount
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of drug that did not reach the organs and remained free at the plasma. Observe
that a reabsorption would imply another transport constant and that the value
for X,y at kidneys or liver is merely Xou = [XiQin — (XetimQt)]/ Qout, where
Q; is the flow to the tissue.

There are several important pharmacokinetics parameters that can be derived
using the result aforementioned.

The first, bioavailability (F), is a a measure of the fraction of blood that
reaches the blood stream unchanged (by metabolism or protein binding), and
is calculated using the area under the curve (AUC) in plot X vs time For our
study, the availability will always be one, since the administration is directly to
bloodstream. For the other routes, the chemical will have to undergo absorption,
then it's AUC will be smaller (AUC,) :

_ AUCy

B AUCiv (4.1)

The second, is clearance a measure of how fast a chemical is removed from
the circulation. The clearance is determined for the tissue that eliminates the
drug, mainly kidneys and liver, referred as renal and hepatic clearance. Skin,
saliva and lungs are too elimination routes, but the clearance is very small, and it
is not often used. Liver clearance includes biliary extraction, when compounds
are removed by bile and excreted into the intestines to be eliminated by fe-
ces VANDEGINSTE et al| (1998). Since the biliary extraction involves a passive
or active transportation (as in any absorption), that was not considered in this
study.

Clearance is determined by the blood flow to the organ and the extraction
ratio (E) C; = Q * E, the latter will depend on the composition of the drug. From
those two plots in Figure it is possible to obtain the renal clearance and
hepatic clearance of the drug. Since the administration site was intravenous,
thus the bioavailability is equal to one, then the renal and hepatic clearance can
be calculated based on the area under the curve (AUC) and the intravenous dose
(Equation £.2). Often, the term systemic clearance is used referring to the sum
of all specific clearances VANDEGINSTE et al.| (1998).

C

:DOSE [ mL 1 (42)

AUC min - kg

Another important parameter is the drug half-life (#;,,)in the system. This

parameter is a measure of the time that takes to a drug to reduce to half its con-
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centration in the circulation. We can infer, for example, from a quick observation
to Figure for the inferior veins, that for this hypothetical compound, the
half life is around 40 min (2400s). The half-live is a important parameter that is
usually used for physicians to determine, e.g., when the drug have to be redosed

to maintain a terapeutic concentration |DIX (2001).
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Figure 4.11: Comparison between the results for the variation of concentration
(X) for the inferior veins and the superior vena cava.

Note that the half life for the superior vena cava, Figure is considerably
lower than that of the inferior veins. That can be related the partition coefficients
(B), as well as our disposition of the system (3.3), since the vena cava is "after"
the injection point and "before the tissues, and the inferior vein right "after" the
tissue. But that is also a interesting result of the dynamics of the system, a
pure pharmacokinetic model would not take this dynamics into account. The

drug concentrations varies from site to site, and the administration route can be

determined based on these results as well.
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Chapter 5
Conclusions and Suggestions

This study presented a new approach for the modeling of the cardiovascular
system and drug delivery within it, employing the process simulator EMSO. The
model for the cardiovascular system was a macroscopic (0D) model that does not
include space variables (only time-variant). The results were divided into two
parts, where the first part provided a model implementation checking and the
second part included a physiological based pharmacokinetic model (PBPK), in
order to account for drug delivery. The main conclusions for the fist part were:

e The 0D model was able to reproduce the results found in literature for all
compartments, providing representative qualitative profiles for the vari-
ables and, thus, enabling it to serve as a flow model for the coupling be-

tween circulation and pharmacokinetics.;

e A quantitative reproduction was not achieved due to the fact that we could
not find a complete data set for the initial conditions of a real system from

literature.

For the pharmacokinetics/transport coupling, the main points were:

e We were successful at implementing a PBPK model and the concentrations
profile obtained were according to what was expected physically and from

comparisons with literature.

e From the results were able to derive relevant parameters from a physiolog-

ical point-of-view.

The major setback faced during the study was the difficulty to determine a
consistent set of initial conditions for the differential-algebraic equations (DAE).
Some manipulations were made in order to reduce the structural index, there-

fore, aiding the numerical solution. Additional analysis in order to develop an

50



algorithm or system that can always select consistent initial conditions would
help further developments for the approach.

Finally, EMSO was a good choice for a system like that, mainly concerning
implementation. Since the software is object-oriented, it is easier to implement
equations and manipulate them when compared to other simulators, and the
index analysis carried out automatically by the software helped very much to
write a consistent set of equations. Also, the interface is very straightforward
and user-friendly. The fact that it allows to connect and disconnect “devices"
without having to go back to the code and changing variables or adapting the
model, makes it very suitable for systems as the ones presented here, where one

can add or remove compartments for different kinds of simulations.

5.1 Suggestions for future work

e Develop a algorithm for selecting consistent set of initial conditions;
e Study the response of the system in disease cases;
e To implement new routes of drug administration, as shown in Figure

e Run simulations for a specific chemical in order to provide quantitative

validation;

e Extend the approach for other applications, such as thrombus formation

and displacement.
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