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Resumo da Dissertação apresentada à COPPE/UFRJ como parte dos requisitos
necessários para a obtenção do grau de Mestre em Ciências (M.Sc.)

CONTROLE PREDITIVO ADAPTATIVO APLICADO A BOMBA
SUBMERSÍVEL PARA ELEVAÇÃO DE POÇOS

Pedro de Azevedo Delou

Agosto/2019

Orientadores: Argimiro Resende Secchi
Maurício Bezerra de Souza Júnior

Programa: Engenharia Química

Bombas Elétricas Submersíveis (ESPs) são uma das tecnologias de elevação ar-
tificial de óleomais difundidas para exploração emáguas profundas. Na operação
de uma ESP existe um grande número de parâmetros que devem ser monitorados
e mantidos dentro de restrições operacionais com o objetivo de manter uma op-
eração estável e ótima. Controle preditivo baseado em modelo (MPC) é uma das
estratégias utilizadas para tal fim. Literaturas prévias propuseram o uso de MPC
linear baseado em identificação, contudo nenhuma estratégia foi empregada para
contornar as não linearidades do sistema, em vez disso o uso de apenas ummod-
elo linear interno vem sendo empregado, além de considerar todas as variáveis
relevantes do sistema com medidas disponíveis. Neste trabalho, o problema de
perda das medidas das variáveis de estado é abordado. É mostrado que uma es-
tratégia não-adaptativa, com um único modelo interno, carece de qualidade na
estimação dos estados, e um MPC robusto não é possível com tal configuração.
Portanto, umMPC adaptativo acoplado com filtro de Kalman é proposto e três es-
tratégias de adaptação são comparadas. Duas estratégia de chaveamento baseada
em interpolação de modelos locais são propostas e comparadas com a lineariza-
ção sucessiva. Todas as estratégias garantem a acurácia e estabilidade do modelo
interno em todo o intervalo de operação. As estratégias apresentaram uma per-
formance similar à linearização sucessiva, evitando a necessidade de obtenção de
um modelo linear local em cada tempo de amostragem através da interpolação
entre um número de modelos lineares obtidos por identificação. Por fim, uma es-
tratégia de estimação de parâmetros é proposta e acoplada aoMPC com o objetivo
de contornar as incertezas de medida e as incertezas estruturais de modelo.
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Electric Submersible Pumps (ESPs) are one of the most widespread oil arti-
ficial lifting technologies for deepwater exploration. In the operation of an ESP
there is a large number of parameters that must be monitored and held within
operational constraints in order to guarantee stable and optimal operation. Model
predictive control (MPC) is one of the strategies able to guarantee stable and op-
timal operation with constraints handling. Previous literature has proposed the
use of linear MPC based on system identification, however no adaptive strategy
has been employed to overcome system nonlinearities, instead a single internal
model has been used. Moreover, all previous works have considered relevant sys-
tem variables measurements to be available. In this dissertation, the problem of
losing measurements of the state variables due to the aggressive subsea environ-
ment is addressed. We show that a non-adaptive single linearmodel strategy lacks
in quality for state estimation and a robust MPC is not possible under this con-
figuration. Therefore, an adaptive MPC coupled with Kalman Filter is proposed
and three adapting strategies are compared. Two scheduling strategies based on
linear interpolation of a set of local models are proposed and compared to succes-
sive linearization. All strategies guarantee internal model accuracy and stability
over the whole operational range. The proposed scheduling strategies presented
a similar performance compared to the successive linearization strategy, avoiding
the need of obtaining a local linear model at each sampling time by interpolating
among a number of linear models previously obtained by identification instead.
In addition, a parameter estimation strategy is proposed and coupled to the MPC
scheme so that measurement and model structural uncertainties are overcome.
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Chapter 1

Introduction

Artificial lift is a terminology employed for a group of technologies applied to
an oil production well whenever the reservoir does not present enough pressure
to naturally drive the oil up to the surface with an economical feasible flow rate,
usually between 10 to 15 mbopd in deepwater wells (BRUHN et al., 2003). It can
be used in the early project phase of the oil field, but also in the end of the field life
to boost production. The types of artificial lift to be applied in a well depend on
several factors, such as oil viscosity, well and reservoir depth, gas-oil ratio, safety
and so on. In a subsea context, with ultra deepwater reservoir, the most common
artificial lift techniques are (THOMAS, 2001):

• Continuous gas-lift;

• Intermittent gas-lift;

• Electrical Submersible Pump (ESP).

Gas-lift technology makes use of the energy content of a compressed gas to
lift the oil from the reservoir up to the surface. There are two operational modes,
the continuous one has the aim to gasify the oil while the intermittent one has the
aim to push it from a certain depth to the surface. It is common to have several
valves along the gas-lift column to play the role of discharge and operation, in
order to ease the damping fluid removal and the gas injection in different depths,
respectively. Usually, gas-lift is an interesting technology to be applied for oils
with high sand content and high gas-oil ratio, it can be used for very deep wells
(up to 2,600 m) obtaining high flow rate (up to 1,700 m3/d) with a relatively low
implementation cost (THOMAS, 2001).

Electric Submersible Pumps consist of multi-stage centrifugal pumps installed
in a subsea environment, far from the surface between hundreds to thousands
of meters below the surface. The pressure boost provided by the ESP enables
the fluid flow to the surface with the desired flow rate. Each stage of the pump
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is composed of an impeller-diffuser group. The impeller is responsible for the
transfer of the energy to the fluid as pressure and kinetic energy, while the diffuser
converts part of the kinetic energy in more pressure (VARÓN et al., 2013).

For a long time, production from subsea wells has been carried out by natural
lift or by using artificial lifting methods such as gas-lift or water injection in the
reservoir, which is not efficient due to unfavorable mobility difference between
oil and water phases (PINTO et al., 2003). However, these methods present low
efficiency and they are not always feasible (MENDONÇA et al., 2008). Petrobras
discovered very important deepwater oil reservoirs in the 80’s. However, the long
distances, increase of BSW and loss of efficiency of the gas-lift in horizontal flow-
lines have motivated the company to invest in alternatives artificial lift technolo-
gies. That led Petrobras to install theworld’s first ESP in a subseawell in 1994. The
well was located in a shallow waters region of the Campos Basin and it operated
over almost 3 years until its first failure. Four years later, in 1998, the success of
this prototype has stimulated the company to proceed with the world’s first ESP
installation in a deep waters of the Campos Basin (MENDONÇA et al., 2008).

The use of ESP proved to be very efficient considering the high flow rates and
the capability to deal with longer distances between well and platform. It is also
able to increase the well lifetime in 1 to 2 years (MENDONÇA et al., 2008). These
are some of reasons that made the ESP to be themost applied artificial lift technol-
ogy worldwide in deep waters (PAVLOV et al., 2014). It is impossible to recognize
the developments that the ESP technology has archived to the world’s oil produc-
tion without mentioning the pioneering role of Petrobras. The company has also
been responsible for the largest subsea ESP project in the world, counting with 15
installed ESPs in the Jubarte field (HARRIS et al., 2012).

The manual operation of the ESP consists in adjusting the pump rotational
speed bymeans of a variable frequency drive in combination with the adjustment
of the choke valve opening located on top of the well that feeds the manifold. The
pump speed andwell head choke valvemust be adjusted in a coordinatedmanner
such that the pump and well constraints are not violated. Failure to do so may
lead to reduced operational efficiency and reduced lifetime of the pump, resulting
in significant financial losses. Hence, the operation of an ESP is constrained by
variables physical and safety limits (PAVLOV et al., 2014).

For the aforementioned reasons, an automatic control of the ESP operation
is desired in order to ensure safe and optimal operation of the ESP lifted well
(PAVLOV et al., 2014). Therefore, we consider the use of model predictive con-
trol (MPC) strategy, which is known to explicitly handle multivariable systems
with constraints and optimize the operation (CAMACHO and BORDONS, 2007).
Several predictive control approaches can be found depending on the control ob-
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jectives of the specific application. For example, BINDER et al. (2014) prioritized
keeping a constraint on the electric current, and the ESP inlet pressure within cer-
tain constraints. PAVLOV et al. (2014) focused on implementing a setpoint tracking
for ESP intake pressure with minimization of ESP power. KRISHNAMOORTHY
et al. (2016) controlled the ESP intake pressure to a desired setpoint while keeping
the production choke as open as possible, in order to minimize the energy losses
across it. In addiction, BINDER et al. (2015) developed a soft-sensor to estimate
the viscosity and thewell productivity index based on datameasurements using a
MovingHorizon Estimation technique. However, to this date, there are no records
of adaptive strategies to handle the ESP system’s nonlinearities, or estimate strate-
gies coupled with MPC in order to overcome possible loss of measurement and
parameter estimation. Therefore, the present work proposes the development of
an adaptiveMPCcoupledwith aKalmanfilter strategy to simultaneously estimate
the state variables and the fluid viscosity based on the output measurements for
a scenario of loss of measurement of the state variables and the presence of the
uncertain parameter.

1.1 Motivation

As previously said, ESP is one of the most common technologies for artificial oil
lift. In spite of that, installation, maintenance, operation and cost of failure result
in a multimillion-dollar investment. Therefore, it is very interesting to minimize
the risk of economic loss, due to any intervention resulting in a major amount of
money.

In the operation of a well production with an ESP, there are several parameters
that have to be monitored. The manual operation, within safe limits and keeping
stability, is hard, but can be done in spite of the difficulty. However, optimal op-
eration is usually very close to these limits and manual strategies can result in
constant violation of process constraints. The violation of these limits must be
avoided because it can result in premature failure and reduce ESP life-time what,
as has been said, result in a multimillion-dollar loss, specially if the loss of not
being producing is taken into account.

In addition, PAVLOV et al. (2014) highlight the fact that 80% of the failures in
the beginning of the ESP production is resulted from human factors. Therefore,
an automatic system capable of dealing with process constrains and guaranteeing
optimal and stable operation must be considered.
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1.2 Objectives

The general objective of this work is to develop a robust control system capable
of dealing with process nonlinearities, absence of state measurements and the
presence of uncertain parameters to an Electric Submersible Pump system.

To accomplish this broad general objective, it was subdivided into specific
three ones, they are:

(i) Develop a linear adaptive MPC capable of scheduling its internal model in
order to present a better performance over the operational range.

(ii) Develop a linear adaptive MPC coupled with a Kalman filter strategy, using
the same internal model scheduling strategy, capable of accurately estimat-
ing the state and presenting a satisfactory performance over the operational
range.

(iii) Expand the adaptive strategy to enable accurate parameter estimation dur-
ing the MPC operation.

1.3 Structure

Chapter 2 presents a brief Literature and Theory review over the main subjects re-
lated to the objectives of this dissertation. It starts with a contextualization of the
control hierarchical structure, followed by a deep review over the fundamentals of
MPC in Section 2.2, presenting the two main algorithms formulations and a dis-
cussion about robustness and stability. In addiction, Section 2.3 presents the main
strategies of adaptive control and Section 2.4 presents the basis of Kalman filter,
the precursor of the state estimation techniques. Finally, Section 2.5 formulates
the nonlinear dynamic model that describes the ESP system studied and presents
the main literature works that have been published.

Chapter 3 is a case study accomplishing the first specific objective of the present
work, it is composed by an Introduction, Methodology, Results and Discussion
and Conclusions sections. This chapter was published and presented in the
Oil&Gas invited session in 12th IFAC Symposium on Dynamics and Control of
Process Systems, including Biosystems (DYCOPS 2019).

Chapter 4 is a case study accomplishing the second specific objective of the
present work, it is composed by an Introduction, Methodology, Results and Dis-
cussion and Conclusions sections. This chapter was presented in a poster session
of the 1st Brazilian Process System Engineering (PSE-BR 2019).
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Chapter 5 presents the full methodology developed in this work, accomplish-
ing the third specific objective and, therefore, the general objective proposed.

Chapter 6makes a brief summary of the developments carried out in thework,
some proposes of futures works are outlined and it concludes the dissertation.

Finally, Appendix A presents the linearization strategy used and Appendix
B presents the State-Space formulation of the linear MPC considering the
feedthrough matrix, a formulation not easily found in literature and that was de-
ducted for this work due to case study requirement.

5



Chapter 2

Literature and Theory Review

2.1 Control Hierarchical Structure

The control structure is usually organized in a hierarchical multilayer structure.
Each layer is interconnected, receiving information from the layer immediately
above, processing this information based on the strategy for what it serves in a
predetermined time scale and send a set of actions for the immediately bellow
layer. Figure 2.1 illustrates the control structure.

Production Planning

Production Scheduling

Economic Optimization

Supervisory Control

Regulatory Control

Figure 2.1: Hierarchical representation of the control structure.

In the operational level, there are three main layers: optimization, supervisory
control and regulatory control. The common strategies used in each layer are
RTO (real-time optimization), MPC and PID (proportional, integral and deriva-
tive) controllers, respectively.

The regulatory layer is responsible for maintaining the stability of the system
actuating on the variables exposed to high frequency disturbances in the minor
time scale of the control structure. It usually makes use of PID controller, but this

6



is not a rule, this responsibility can be fulfilled by a robust MPC as well, uniting
the regulatory and supervisory layers in only one scheme (SHA’ABAN, 2015).

The supervisory layer makes use of advanced control algorithms, usually
model based, in order to determine, under pre-established criteria, the best tra-
jectory aiming to maintain or drive the system to the optimum steady state ob-
tained by the optimization layer. MPC and its variations are the most widespread
strategies to comply with the supervisory layer, they make use of a dynamic
model of the system in order to determine the optimum trajectory by minimiz-
ing a quadratic cost function that penalizes the deviation between the controlled
variables and its reference steady state taking constrains into account.

The optimization layer uses RTO strategy in order to obtain the optimum
steady state of the system, considering economic and operational aspects. It
makes use of a robust, usually nonlinear, static model of the plant to minimize
an economical cost function.

The aforementioned hierarchical structure is a vertical one, some author dis-
cuss whether it is the best strategy or not. MARCHETTI et al. (2009a) highlight its
main drawback as being the long sampling time of the optimization layer, which
could delay the system optimum steady state determination under disturbances,
leading to long periods of sub-optimum operation.

ELLIS et al. (2014) also point out that steady-state operations may not be the
best economic strategy, suggesting that for some applications a dynamic operation
could result in a faster and more efficient control.

Other authors focus on different approaches for control structures. For in-
stance, adaptive control can be interpreted as a horizontal approach for update
parameters of the vertical control structure. DARBY et al. (2011) make a profound
review on RTO current practices where the control structure strategy is deeply
discussed. MARCHETTI et al. (2009b) presents the recent advances in modifier-
adaptation schemes for RTO of processes under uncertainties.

PRIOR andLOPEZ (1999) report a simplifiedRTO structure based onmodules,
inwhich eachmodule is triggered on different time instants and send setpoints for
multiple MPCs. They report a gain on RTO agility. GRACIANO et al. (2015) make
use of a self-optimizing control approach, the main idea was to add a sensibility
step to the RTO steps in order to identify the self-optimizing variables and only
these variables are sent to the MPC layer. The idea is that the control of the self-
optimizing variables would maintain the system close to its optimum operation
until a new RTO cycle is done.
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2.2 Model Predictive Control (MPC)

2.2.1 Introduction

Model predictive control or receding horizon control (RHC) is an on-line opti-
mization based strategy used for large-scale multi-input, multi-output (MIMO)
systems with a great capacity to deal with cross-linked coupled systems and pro-
cess constraints that has been in development since the 70’s. For that and other
benefits, thatMPC iswidely accepted in the process industry (FORBES et al., 2015).

There are many variations of MPCs algorithms, but in general terms all of
them are based on the minimization of a performance index along a prediction
horizon subjected to a process model and taking process constraints into account
in order to calculate the control action (ELLIS et al., 2014). The optimization is
carried out every process sampling time and uses the actual measurement, or es-
timation when they are not available, of the system as the initial condition for the
optimization procedure. The outputs are the optimal trajectory for the controlled
variables over the prediction horizon, L, and the series of control actions for the
manipulated variables that would drive the system to its optimal trajectory over
the control horizon, N. From the series of control actions obtained, only the first
one is applied to the system and the algorithm is repeated in the next sampling
time (MACIEJOWSKI, 2002).

In the following, the threemain aspects of theMPCwill be discussed, they are:
the cost function, the prediction model and the process constraints.

There are several variations for the cost index, which ultimately determines
the main goal of the control strategy. The general aim is a setpoint tracking strat-
egy, in which a multi-objective formulation that penalizes the quadratic deviation
between the controlled variables, y, and the reference trajectory, yrt, (CAMACHO
and BORDONS, 2007):

JMPC =
L

∑
i=1

∥∥yk+i − yrt
k+i
∥∥2

Wy
+

N−1

∑
i=1

[∥∥uk+i − ut
k+i
∥∥2

Wu
+ ‖∆uk+i‖2

W∆u

]
(2.1)

in which Wy, Wu and W∆u are positive semi-definite weighting matrices which
are tuning parameters that determine the degree of priority or suppression of
respective variables. Also, the weighted 2-norm ‖x‖2

Q is defined as xTQx.
One can also notice that the aforementioned formulation counts with the pe-

nalization of the deviation between the manipulated variables, u, and the targets,
ut, and the variation of the manipulated variables, ∆u. Both of these effects can
be prioritized or suppressed by the weight matrices settled elements values. It

8



is noteworthy that the first effect is responsible by the degree of freedom of the
control while the second is responsible for the control effort and, therefore, the
aggressiveness of the tuning (CAMACHO and BORDONS, 2007).

The predictionmodel is dynamic and usually linear. It has to be themost accu-
rate possible, but also simple enough to minimize computational effort (FORBES
et al., 2015). Its formdefines the solving algorithmof the strategy to be applied and
there are algorithms for basically every forms of model (CAMACHO and BOR-
DONS, 2007; QIN and BADWELL, 1997):

• Impulse response models: can be found in algorithms such as IDCOM and
MAC. Some applications can be found in literature references (GROSDI-
DIER et al., 1993; GROSDIDIER and KENNEDY, 1990; HEIRUNG et al., 2015;
KWONG, 2000). The model representation can be visualized as follows:

y(k) =
N

∑
j=1

hju(k− j) (2.2)

in which, hj is the sampled output when the process is disturbed by an uni-
tary impulse, y is the output and u is the input;

• Step response models: can be found in algorithms such as DMC and
QDMC. Recent applications can be found in literature references (CZER-
WIŃSKI and ŁAWRYŃCZUK, 2018; IANCU et al., 2013; JORDANOU et al.,
2018; KLOPOT et al., 2018; LI et al., 2012; MOON et al., 2018; NIVA and YLI-
KORPELA, 2012; WOJTULEWICZ and ŁAWRYŃCZUK, 2018). The model
representation can be visualized as follows:

y(k) = y0 +
N

∑
i=1

gi∆u(k− i) (2.3)

in which, gi are the ith sampled output values when the process is disturbed
by a unitary step and ∆u is the incremental input.

• State Space models: can be found in algorithms such as PFC and SMOC. Re-
cent applications can be found in literature references (ABDULLAH et al.,
2017; ANZEHAEE et al., 2018; CAMPETELLI et al., 2010; NAMARA et al.,
2016; RAMDANI et al., 2016; ZABET and HABER, 2017). The model repre-
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sentation can be visualized as follows:

x(k) = Ax(k− 1) + Bu(k− 1)
y(k) = Cx(k) + Du(k)

(2.4)

• Transfer function models: can be found in algorithms such as GPC, UPC,
EPSAC, EHAC,MUSMAR andMURHAC. Recent applications can be found
in literature references (CASTANO et al., 2014, 2015; HODREA et al., 2012;
LIU et al., 2017; SALAHSHOOR and KORDESTANI, 2014; SHI et al., 2014;
TRAN et al., 2014). The model representation can be visualized as follows:

y(k) = G(z−1)u(k) (2.5)

in which,

G(z−1) =
B(z−1)

A(z−1)
=

b1z−1 + b2z−2 + · · ·+ bnbz−nb

1 + a1z−1 + a2z−2 + · · ·+ anaz−na (2.6)

• Other input-output models: other types of input-output models can
be found in MPC combined with a system identification, such as ARX
(DAHLIN et al., 2018; DELOU; DEMUNER; SECCHI, 2018; ZHANG et al.,
2018a), ARMAX (DI CAPACI et al., 2018; PASCHKE and ZAICZEK, 2018;
YAN and ZHU, 2018).

• Nonlinear models: can be found in applications of NMPC by the use of
nonlinear programing optimization strategies. Recent applications can be
found in literature references (DIEHL et al., 2018; KHUSAINOV et al., 2018;
PUSCHKE andMITSOS, 2018). A noteworthy application is neural network
(MAO et al., 2018; SADEGHASSADI et al., 2018; STOGIANNOS et al., 2018),
which is an example of a nonlinear input-output model.

The last aspect of the MPC problem is the great efficiency on handling pro-
cess constraints, which is one of the aspect of this technique that cannot be done
by classic controllers such as PID (FORBES et al., 2015). They are typically op-
erational limit values such as valve openings, instrumentation calibrated range,
safety bounds, and so on. However, physical constraints such as irreversibility of
flows, species fraction bounds, etc. can also be imposed (CAMACHO and BOR-
DONS, 2007).

10



To summarize, theMPC optimization problem can be reduced in a generalized
manner to the following set of equations:

min
∆u

JMPC(x(k), u(k))

s.t. x(k) = f (x(k), u(k))
x(0) = x0

g(x(k), u(k)) ≤ 0, ∀i ∈ [0, L)

(2.7)

in which represents theminimization of a cost index subjected to a processmodel,
with respect to the initial condition and the process constraints over a prediction
horizon L.

2.2.2 Brief History of MPC

Three remarkable papers have been done about the evolution of MPC theory and
applications in industry. The first one dates back to the 90’s and the last almost 15
years later (LEE, 2011; QIN and BADWELL, 1997, 2003).

It is reported that the concepts of control modern theory were developed in
the 60’s by early work of Professor R. E. Kalman (1930 - 2016), in which he aimed
to determine the conditions that a linear control system could be told to be op-
timal (KALMAN, 1960a,b). Although the early work, the first MPC applications
were only reported in 1976 with the name of model predictive heuristic control
(MPHC). Its algorithm used an impulse response model, a quadratic cost func-
tion over a finite prediction horizon, input and output constraints and optimal
inputs are computed by heuristic iterations. It was named IDCOM (an acronym
for Identification and Command) (RICHALET et al., 1978). Later on, in 1979, a
team of engineers at Shell Oil reported the first application of an unconstrained
multivariable control known as dynamic matrix control (DMC), a development
that had been on going since early 1970’s (CUTLER and RAMAKER, 1980). The
DMCalgorithm considers a linear step responsemodel for the system, a quadratic
cost function over a finite prediction horizon and optimal inputs are computed by
the solution of a least-squares problem. Both IDCOM and DMC are consider the
first generation of MPC technology, in spite of their limitations they had caused a
tremendous advance in process control field.

The constraints handling feature was only mastered by the development of
QDMC. Inwhich theDMCalgorithm is adapted to fit in a quadratic program (QP)
where constraints are explicit (GARCIA and MORSHEDI, 1986). The algorithm
also considers a step responsemodel for the system, a quadratic cost function over
a finite prediction horizon and optimal inputs are computed as the solution to a
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constrained QP. The second generation of MPC technology, which QDMC is part
of, has the mark of rigorous constraints handling by placing the MPC problem in
standard QP solvers.

Generalized predictive control rised by the adaptive control community as an
attempt of dealing with the robustness problem that DMCwas not able to deal. It
was first reported in 1987 and the main feature was the use of transfer function as
the system model (CLARKE et al., 1987a,b). Despite its advantages on self-tuning
regulator and robustness, the lack of efficiency on constraints handling was the
main reason for the weak development of GPC.

The third generation of MPC algorithms are equipped with some peripheral
resources, such as the concept of hard, soft and ranked constraints, mechanisms
to deal with infeasible solution and strategies for dealing with real-time changes
in the process. One of the first algorithms reported in this context was the Shell
multivariable optimizing control (SMOC). It can use state-space internal models,
general disturbances models and state estimators such as Kalman filter (MAR-
QUIS and BROUSTAIL, 1988). Across the years, many other algorithms have been
proposed, such as IDCOM-M (GROSDIDIER et al., 1988), HIECON (RICHALET,
1993) and PCT (RICHALET et al., 1987).

2.2.3 QDMC fundamentals

The quadratic dynamic matrix control proposed by GARCIA and MORSHEDI
(1986) is an extension of the dynamic matrix control proposed by CUTLER and
RAMAKER (1980) where the DMC formulation is fitted to a constrained QP prob-
lem. The QP structure can be visualized as follows:

min 1
2 xT Hx + cTx

s.t. Ax ≤ b
(2.8)

in which H is a symmetric matrix of dimension n× n, c is a vector of dimension
n, A is a matrix of dimension m× n and b is a vector of dimension m. The fun-
damental of QDMC is to manipulate DMC matrices to fit into H, c, A and b from
the QP and use known solvers to find the control law. Therefore, this section is
dedicated to outline main aspects of the DMC matrices and how they are manip-
ulated to generate the QDMC formulation based on CAMACHO and BORDONS
(2007) and CUTLER and RAMAKER (1980).

DMC is based on a step response model, for a MIMO system it can be written
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in the form of summations as:

yj(t) =
m

∑
k=1

N

∑
i=1

gkj
i uk(t− i) (2.9)

in which gkj
i is the step response coefficient of output j and input k. This notation

considers that the processes is asymptotically stable and, therefore, it reaches a
constant value after N sampling periods. In the matrix form:

y = ỹ + G∆u + f (2.10)

In which G is the dynamic matrix of dimension (Lp)× (Nm), y is the vector
of predicted outputs of dimension (Lp), ỹ is the vector of predicted outputs re-
gardless the control actions of dimension (Lp), u is the vector of future control
actions of dimension (Nm) and f is the vector of the free response of dimension
(Lp), which is the future control actions. Any feed-forward effect that might have
any interest to detect can be written as measured disturbances adding another
term in the Equation as S∆d. In which S is the matrix of step coefficients of the
disturbances and ∆d is the vector of variation of the disturbances. However, this
discussion is not included in the present formulation. The predicted outputs and
future control action vectors can be written based on the superposition principle
due to model linearity as follows:

y =
[
y1(t + 1|t), ..., yp(t + 1|t), ..., y1(t + L|t), ..., yp(t + L|t)

]T (2.11)

y = [∆u1(t), ..., ∆um(t), ..., ∆u1(t + N − 1), ..., ∆um(t + N − 1)]T (2.12)

The free response is written as follows:

f =
[

f (t + 1|t), ..., fp(t + 1|t), ..., f (t + L|t), ..., fp(t + L|t)
]T (2.13)
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Finally, the MIMO dynamic matrix is as follows:

G =


G1 0m×p ... 0m×p

G2 G1 ... 0m×p
... ... . . . ...

GL GL−1 ... GL−N+1

 (2.14)

In the DMC formulation, the free response is chosen to be the error between
the initial prediction in the instant t and the actual measured controlled variable.
This error is assumed to be constant along the prediction horizon.

f =
[
y1

1(t)− ỹ0
1(t), ..., y1

p(t)− ỹ0
p(t), ..., yL

1 (t)− ỹ0
1(t), ..., yL

p(t)− ỹ0
p(t)

]T
(2.15)

So, the prediction outputs Equation can be written as:



y1(t + 1|t)
...

yp(t + 1|t)
...

y1(t + L|t)
...

yp(t + L|t)


=



ỹ1
1(t)
...

ỹ1
p(t)
...

ỹL
1 (t)
...

ỹL
p(t)


+


G1 0m×p ... 0m×p

G2 G1 ... 0m×p
... ... . . . ...

GL GL−1 ... GL−N+1





∆u1(t)
...

∆um(t)
...

∆u1(t + N − 1)
...

∆um(t + N − 1)


+



y1
1(t)− ỹ0

1(t)
...

y1
p(t)− ỹ0

p(t)
...

yL
1 (t)− ỹ0

1(t)
...

yL
p(t)− ỹ0

p(t)



(2.16)

Defining the vector of output references:

yrt =
[
yrt

1 (t + 1|t), ..., yrt
p (t + 1|t), ..., yrt

1 (t + L|t), ..., yrt
p (t + L|t)

]T
(2.17)
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Subtracting Equation 2.16 from 2.17 we have:

yrt − y = yrt − ỹ− G∆u− f (2.18)

Defining the errors vectors:

e = yrt − y (2.19)

ẽ = yrt − ỹ− f (2.20)

Therefore, Equation 2.18 can be written as:

e = ẽ− G∆u (2.21)

Regarding the above development and definitions, it is possible to write the
cost function of the MPC optimization problem for DMC, based on Equation 2.1,
as follows:

JQDMC = ∆uT
(

GTWyG + Wu

)
∆u− 2ẽTWyG∆u + ẽTWy ẽ (2.22)

The last term of Equation 2.22 can be suppressed since it has no dependence on
the decision variables, it just plays a displacement role that can be neglected. That
said, it is possible to fit matrices H and c from Equation 2.8 in terms of Equation
2.22:

H = GTWyG + Wy

cT = −2ẽTWyG
(2.23)

The constrained MPC considers upper and lower bounds for the variation of
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control actions, the control actions themselves and the controlled variables.

∆ulb ≤ ∆u(t) ≤ ∆uub

ulb ≤ u(t) ≤ uub

ylb ≤ y(t) ≤ yub

(2.24)

With the proper mathematical handling, it is possible to fit the constraints into
matrices A and b from Equation 2.8 as follows:

A =



Ĩ
− Ĩ
Ñ
−Ñ
G
−G


, b =



∆ulb

∆uub

uub − u(t− 1)
u(t− 1)− ulb

yub − ỹ− f
ỹ + f − ylb


(2.25)

The previous considerations summarize the fundamentals of QDMC ap-
proach; with them, it is possible to understand the basics of the algorithms. How-
ever, a robust MPC algorithm has to deal with several other issues regarding an
operation of a complex nonlinear system, such as copingwith infeasible solutions,
nonlinear changes of operational point, stability of the controller, uncertainty of
measurements, model and plant mismatch and so on. Therefore, the next sec-
tions are dedicated to discuss some of the issues regarding the use of a linear
MPC-based controller to operate a nonlinear complex system.

2.2.4 State-space MPC

Even though finite impulse response (FIR) and finite step response (FSR) formu-
lations were most used in the 90’s (MACIEJOWSKI, 2002), there is a modern trend
for state-space formulations (DARBY et al., 2011). It presents an inherent flexibil-
ity to represent stable, unstable and integrating systems, also to account model
unmeasured disturbances and a natural coupling with Kalman filter based esti-
mators (DARBY et al., 2011).

There are several references about state-space formulations in literature, most
relevant and enlightening ones can be found in PEREZ (2012), RAWLINGS AND
MAYNE (2009) andWANG (2009). These references and most formulations avail-
able do not consider the feedthrough matrix, D, in the augmented model sup-
ported in the fact that due to the receding horizon principle, a current entrance
does not affect an outputmeasurement instantly (WANG, 2009). Although this as-
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sumption finds applications formost studied systems, the presentwork presents a
case in which the feed-thoroughmatrix is needed, therefore we present a detailed
algorithm in Appendix B.

2.2.5 Stability and Robustness of MPC

The MPC stability has always been a relevant topic for both industrial and aca-
demic communities. The fact that an infinite horizon controller is not feasible to be
implemented on computer application and, therefore, a finite horizon strategy has
to be done, results in the lack of guarantee of stability. In spite of that, industrial
community has not given proper attention to this issue, as long as most applica-
tions were stabilized by a sufficiently large horizon and proper tuning (MAYNE,
2014). It was in 2000 that MAYNE et al. (2000) published a remarkable review
summarizing the latest conclusions on MPC stability based on Lyapunov theory.
This work has stated that “Research on stability of model predictive controlled systems
has now reached a relatively mature stage.” (MAYNE et al., 2000).

Although the main aspects of MPC stability for deterministic systems were
well established by 2000, the uncertain systems remain a major field to be ex-
ploited even in the present days (MAYNE, 2014). Therefore, the next subsections
are dedicated to outline the main advances and literature in respect to stability
and robustness for deterministic and uncertain systems based on (MAYNE et al.,
2000) and (MAYNE, 2014).

Deterministic systems

Here, some formal notations are required in order to facilitate the statement of the
main concepts. Let the controlled deterministic, non-linear, discrete-time system
be represented by:

x+ = f (x, u)
y = h(x)

(2.26)

in which, f is defined by the origination differential set of equations such that
Rn ×Rm → Rn; x+ is the successor state usually denoted by x(k + 1) and y is
the output such that y ∈ Rp. The state and control constraints are to be satisfied,
they are represented by x ∈ X and u ∈ U such that X and U are, respectively,
a closed subset of Rn and a compact subset of Rm. Let a finite horizon optimum
control problem be denoted by PN(x), in which it is solved at each sampling time
k resulting in a control sequence denoted by u = [u(0), u(1), . . . , u(N − 1)], such
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that:

PN(x) : V0
N(x) = min

u
{VN(x, u)|u ∈ UN(x)} (2.27)

in which VN : Rn ×UN → R denotes the objective function such that:

VN(x, u) , Vf (xu(N; x)) +
N−1

∑
i=0

`(xu(i; x), u(i)) (2.28)

and UN(x) is the ensemble of possible control sequences that satisfy state, con-
trol and terminal constrains all together such that:

UN(x) , {u ∈ UN|xu(i; x) ∈ X, u(i) ∈ U, i ∈ I0:N−1, xu(N; x) ∈ X f } (2.29)

The feasible set for PN is defined as XN , {x | UN(x) 6= ∅}, the solution
is u0(x) = {u0(0; x), u0(1; x), . . . , u0(N − 1; x)} and the optimal state sequence is
x0(x). Just the first control action, known as control law, is applied to the system,
what characterizes the receding horizon strategy:

κN(x) , u0(0; x) (2.30)

MAYNE et al. (2000) establishes recursively feasibility and stability by the use
of a terminal cost Vf (·) and a terminal state constraint set X f (·). Their use leads to
the property that any x ∈ X f ⊂ Xhas an associated u ∈ U such thatVf ( f (x, u)) ≤
Vf (x)− `(x, u) and f (x, u) ∈ X f Therefore, for any N ∈ I≥0, any x ∈ XN:

V0
N( f (x, κN(x))) ≤ V0

N(x)− `(x, κN(x)) (2.31)

V0
N+1(x) ≤ V0

N(x) (2.32)

In addition, the function V0
N(·) satisfies the following statements:

V0
N(x) ∈ [α1(|x|), α2(|x|)] (2.33)
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V0
N( f (x, κN(x))) ≤ V0

N(x)− α1(|x|) (2.34)

in which α1(·) and α2(·) are K∞ functions. If the above considerations are true,
so the origin is a stable equilibrium state for the system defined in Equation 2.26
with the region of attraction XN, PN is feasible. MAYNE et al. (2000), summarize
the stability conditions in four axioms:

0 ∈ X f ⊂ X, is closed (2.35a)

κN(x) ∈ U, ∀x ∈ X f (2.35b)

f (x, κN(x)) ∈ X f , ∀x ∈ X f (2.35c)

[V̇ + `](x, κN(x)) ≤ 0, ∀x ∈ X f (2.35d)

inwhich V̇(x, κN(x)) , V( f (x, κN(x)))−V(x), is the change inV(·) as the system
varies from x to x+ = f (x, u). It is noteworthy that Equation 2.35d leads to the
condition thatV(·) is a Lyapunov function for the system represented by Equation
2.26 in the surrounding of the origin. These four axioms, presented in Equation
2.35, establish the stability of the linear, constrained, nominal MPC.

Uncertain systems

According to MAYNE (2014), the topic of robustness in the presence of uncer-
tainty is still a major challenge. Regardless if the uncertainty is in the form of dis-
turbances, inaccurate state estimation or model error, its presence leads to a sub-
optimal control law resulted from the open-loop optimal control problem since
feedback is required (MAYNE, 2014).

Considering that, for treating uncertain systems, the optimization problem
continues to have a control sequence as decision variables, two options of strate-
giesmay arise. The fist option is to ignore the presence of uncertainty and treat the
problem such as in deterministic systems, it is shown that this strategy is robustly
stable under specific conditions in a small additive disturbance (MAYNE, 2014).
The second option is to consider the disturbance into the system and force all the
constraints to be satisfied for every possibility of disturbance sequence (MAYNE,
2014). Taking the second option more deeply, let the system be described for:

x+ = f (x, u, w) (2.36)
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in which, x and u follow the same definition stated in Section 2.2.5, subjected
to the same constraints, and w ⊂ W ∈ Rn is an additive disturbance. It is re-
quired that all possible sequence of disturbance is bounded to a limited subset,
w = {w(0), w(1), . . . , w(N − 1)} ∈ WN , WN.

To guarantee stability, the first studies have applied the Lyapunov theory, such
that:

V0
N( f (x, κN(x), 0)) ≤ V0

N(x)− α1(|x|) (2.37)

V0
N( f (x, κN(x), w)) ≤ V0

N(x)− α1(|x|) + δ(x, w) (2.38)

δ(x, w) , V0
N( f (x, κN(x), w))−V0

N( f (x, κN(x), 0)) (2.39)

It is shown in KHALIL (2002) that if δ(x, w) is sufficiently small, then V0
N(·) is

robust, asymptotically stable and positively invariant.
Recent developments of robust MPC have shifted from the Lyapunov ap-

proach applied to deterministic systems to the input-to-state stability (ISS) con-
cept. The functionV(·) is said to be ISS-Lyapunov for all x, w ∈ Rn if the following
sentences are satisfied:

V(x) ∈ [α1(|x|), α2(|x|)] (2.40)

V( f (x, w))−V(x) ≤ −α3(|x|) + σ(|w|) (2.41)

inwhich, α1(·),α2(·) and α3(·) areK∞ class functions and σ(·) is aK class function.
(MAYNE, 2014) makes a deep review of recent studies employing the ISS theory
for different applications.

Basically, the stability problem for robust MPC is centred in proving that
δ(x, w) is bounded by a constant (Lyapunov theory) or a class K function of |w|
(ISS theory) (MAYNE, 2014). For that, there are several strategies and a complete
literature review would be unpractical, therefore, just two of them are outlined in
the following.
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One common choice for the cost function is the nominal one, defined bellow:

V(x, u) , Vf (xu,0(N; x)) +
N−1

∑
i=0

`(xu,0(i; x), u(i)) (2.42)

This strategy’s recursive feasibility was firstly obtained by MARRUEDO et al.
(2002) using a terminal set and a terminal penalty. After this study, the method
was extended by GRIMM et al. (2007) so that terminal set is not required and then
by PIN et al. (2009) so that the state constraint sets are computed online, rather then
offline as it was done byMARRUEDO et al. (2002), what has increased the feasible
set of solution of the optimal problem. Detailed discussion of this approach can
be found in MAYNE (2014).

Other common choice is the use of a maximum cost, which turns the problem
into a min-max optimal control problem, also called min-max approach:

V(x, u) , max
w

{
Vf (xu,w(N; x)) +

N−1

∑
i=0

`(xu,w(i; x), u(i))

}
| w ∈WN (2.43)

This approach is rather theoretical then practical due to its computational com-
plexity MAYNE (2014).

2.3 Adaptive Control

A linear model based controller makes use of a linear approximation in order to
represent the process around an operation point. However, if the process opera-
tion is required to move away from the linearization point, the controller model
turns to be a poor approximation and a significant model-plant mismatch may
occur. The classical control approach ignores the fact that the process may move
away from the operation point and, therefore, the controller model should change
so that it could better describe the new operation conditions. Any strategy that
automatically changes its parameters in order to diminish model-plant mismatch
is an adaptive control (OGUNNAIKE and RAY, 1994).

The difference between the various types of adaptive control strategies lay on
the method of controller parameters adjustment (OGUNNAIKE and RAY, 1994).
Three methods are noteworthy for their popularity, in which the first one is the
focus of present work:

• Scheduled adaptive control;

• Model reference adaptive control;
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• Self-tuning controller.

Scheduled adaptive control (SAC) is the main theme of interest of this work.
It requires a previous knowledge of the process nonlinearities in order to identify
which variables are most responsible for changes in process behaviour, so that the
controller can adapt to these changes by adjusting its parameters (OGUNNAIKE
and RAY, 1994). Figure 2.2 shows a diagram that illustrates a scheduled adaptive
control strategy based on instant measurements of process input and output to
evaluate any required adjustment. This method can be as simple as determining
various gains for each operation point and run a table look-up procedure based on
a set of process information or more complex such as pre-obtaining a desired set
of models for each zone of operation and then schedule thesemodels according to
instant process information. Commonly, the first method is called gain schedul-
ing, while the second one is model scheduling (OGUNNAIKE and RAY, 1994).

Controller

Parameter
Adjustment

Process

updated parameters/model

y

uyrt

Figure 2.2: Scheduled adaptive control block diagram.

Some recent applications of scheduled adaptive control can be found in liter-
ature (FERNANDES et al., 2013; GALLEGO et al., 2019; JIN et al., 2018; LI et al.,
2014, 2017; ZHANG et al., 2018b).

Themodel reference adaptive control (MRAC) differ from the scheduled adap-
tive control in terms of the adaptation strategy that requires less previous knowl-
edge about the process itself. MRAC strategy reacts to a setpoint change, or refer-
ence trajectory change, by comparing the output of a reference model with the
actual output measurements so that an observed error (εo) is generated. The
adaptation schemewould correct some controller parameters by reducing εo close
to zero. In general, an optimization algorithm is used to minimize the integral
squared value of εo where the decision variables are the controller parameters
themselves (OGUNNAIKE and RAY, 1994). Figure 2.3 illustrates theMRAC block
diagram.
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Parameter
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y
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ŷ

εo

Figure 2.3: Model reference adaptive control block diagram.

MONOPOLI and HSING (1975) report a pioneer work on MRAC schemes
for continuous-time MIMO systems with the effective augmented error method,
a Lyapunov type design and had the stability analysed by the Meyer-Kalman-
Yakubovich lemma. GOODWIN et al. (1980) developed a global stability and
error convergence tracking for adaptive control of discrete-time MIMO systems.

The MRAC strategy has a sensible issue in what is related to the control law,
depending on its choice it could unstabilize the system or not. One of the most
widespread methods is known as “MIT rule”, which is a gradient method for
minimizing the quadratic error (GONÇALVES, 2017):

dθ

dt
= −γ εo

∂εo

∂x
(2.44)

Although it has been a very used technique, PARKS and PARKS (1966)
have proved that it could unstabilize various systems, including simple ones.
To remedy this significant drawback, the author have proposed an alternative
method based on the second Lyapunovmethod that, combined with the Kalman-
Yakubovish-Popov Lemma (KHALIL, 2002), it is possible to achieve stability for
real positive functions.

Some recent applications of MRAC can be found in literature (BRDYS et al.,
2002; DAS et al., 2018; EL-SAMAHY and SHAMSELDIN, 2018; HAN et al., 2017;
MUSHIRI et al., 2017; OLTEAN et al., 2016; WANG et al., 2018).

Self-tuning adaptive controller (STAC) makes use of both process input and
output in order to estimate the parameters of an approximate linear process
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model. This estimation is done every sampling period, on-line and recursively,
so that every change on the actual non-linear system, which could be an opera-
tion region or even a time change, would be continuously captured by the linear
model parameters update procedure. After the parameter estimation, a controller
design algorithm uses the linear model so that the new controller parameters or
model could be determined (OGUNNAIKE and RAY, 1994). Figure 2.4 illustrates
the Self-tuning adaptive controller block diagram.

Controller

Parameter
Adjustment

Process

Controller
Design

updated parameters

y

uyrt

Figure 2.4: Self-tuning adaptive controller block diagram.

It is noteworthy that the STAC does not requires previous knowledge of the
process, such as is primordial for scheduled adaptive control and MRAC. How-
ever, since the model estimation is the step that determines the controller per-
formance, it is indispensable to have a robust and reliable model identification
system to avoid unstable control and process runaway (OGUNNAIKE and RAY,
1994).

Some recent applications of STAC can be found in literature (ASHIDA et al.,
2017; BALDI et al., 2018; BIDIKLI and BAYRAK, 2018; JIA et al., 2015; KIM, 2015,
2017; MENDES et al., 2017).

TAO (2014) points out that MRAC and STAC are the most popular adaptive
control strategies, highlighting that the study of these methods has influenced
each other’s development. In literature, it can be noticed that STAC techniques
have been applied for stochastic systems with known noise statistical proprieties
while MRAC is manly used for deterministic processes with a disturbance type
treatment (TAO, 2014).
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2.4 State Estimation

State variables are the "minimum set of variables essential for completely describ-
ing the internal state (or condition) of a process" (OGUNNAIKE and RAY, 1994).
With the information of the initial states and the sequence of entrance variables it
is possible to describe the output variables of the system (GONÇALVES, 2017).

State estimation is required when the initial set of state variables is not com-
pletely known (GONÇALVES, 2017). Since the early work of KALMAN (1960a)
there have beenmajor developments of linear and nonlinear estimators. His work
was based on linear systems and constitutes the basis for all posterior develop-
ments in this topic, specially when it comes to applications in nonlinear sys-
tems, in which many techniques can be found, such as: Extended Kalman fil-
ter (EKF), Constrained Kalman filter (CEKF), Moving Horizon Estimators (MHE),
UnscentedKalman Filter (UKF), and others. A complete and condensed theory re-
view over these techniques can be found in GONÇALVES (2017). In this section,
some aspects of the Kalman Filter and metrics for the estimation performance
evaluation are outlined based in SIMON (2006).

Consider the following discrete linear systems where the feedthrough matrix
Dk is present:

xk = Ak−1xk−1 + Bk−1uk−1 + wk−1

yk = Ckxk + Dkuk + vk
(2.45)

in which, wk and vk are white, zero-mean, uncorrelated with known covariance
matrices Qk and Rk:

wk ∼ (0, Qk)

vk ∼ (0, Rk)
(2.46)

The cornerstone of the Kalman Filter (KF) is based on the description of how
the mean and covariance of the state propagate with time. To do so, two estima-
tions are carried out, the so called a priori estimation and the a posteriori estimation.
The fist is denoted by x̂− and the second is denoted by x̂+, the superscript "^" de-
notes that the state is estimated. The a priori estimation is carried out before the
use of the actual measurements of the outputs, yk, and the a posteriori estimation
are done with the information of the actual measurements of the outputs. Hence,
when moving from an instant k to k + 1, the a posteriori estimation of instant k is
used as the a priori estimation for instant k + 1 and so on.
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Let Pk be the covariance of the estimation error, so the a priori and the a posteriori
covariance of the estimation error are:

P−k = E
[
(xk − x̂−k )(xk − x̂−k )

T
]

P+
k = E

[
(xk − x̂+k )(xk − x̂+k )

T
] (2.47)

The a priori estimation consists on the time updating of the states and the co-
variance of the estimation error, this is done by the following expressions:

x̂−k = Ak−1x̂+k−1 + Bk−1uk−1 (2.48)

P̂−k = Ak−1P+
k−1AT

k−1 + Qk−1 (2.49)

It is noteworthy that the initial a posteriori state estimate, x̂+0 , and the covariance
matrix, P+

0 , must be guessed to initialize the filtering procedure. That said, it is
possible to state the measurement updating of the a priori estimation and this is
the end of the filtering procedure:

Kk = P−k CT
k (CkP−k CT

k + Rk)
−1 (2.50)

x̂+k = x̂−k + Kk(yk − Ck x̂−k − Dkuk) (2.51)

P+
k = (I − KkCk)P−k (2.52)

2.4.1 Performance Evaluation

It is straight forward thatmost online applications of KF do not countwith the real
values of the state variables, so that it could be compared with the state estimate
in order to verify whether the filtering performance is reliable.

SIMON (2006) introduces a technique of evaluating the quality of the estima-
tion by analyzing the statistics of the innovations. The innovations, rk, are the term
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that contains the information of the measurement for each instant:

rk = yk − Ck x̂−k − Dkuk (2.53)

It can be showed that the innovation is a zero mean, white noise and has co-
variance of (CkP−k CT

k + Rk). During the filter operation, the mean and covariance
of the innovations can be computed and compared with their predicted values.
SIMON (2006) points out that if any divergence is noted, such as colored, nonzero-
mean or wrong covariance innovations, the estimate is not accurate and the most
probable reason is due to model error.

2.5 The ESP System

2.5.1 Process Description

In the context of oil production with artificial lift, Electrical Submersible Pump
system is one of the available technologies. It consists of multi-stage centrifugal
pumps installed in a well located at the sea bed, very distant from the water sur-
face (PAVLOV et al., 2014).

The whole lift system consists of the ESP, the choke valve located at the top
of the well and the production manifold. The well scheme can be visualized in
Figure 2.5.

Figure 2.5: Scheme of the artificial oil lift by ESP.
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The ESP is responsible for increasing the fluid pressure, so that it could be
able to reach the surface with an economical feasible flow rate. In addition, most
ESPs are coupled with Variable Speed Drivers (VSDs) which are responsible for
driving the pump rotation, enabling the operation to be done in a broader range
of conditions (PAVLOV et al., 2014).

The production process is very simple: the fluid flows from the reservoir to
the ESP, where its pressure is increased so it reaches the production choke valve at
the top of the well. After the valve, the fluid is driven to the production manifold,
where it is directed to proper destination.

2.5.2 The ESP Model

The model proposed by PAVLOV et al. (2014), and lately improved by BINDER
et al. (2015), consists on a third-order nonlinear dynamic model. The main hy-
potheses made to build the model are:

Hypothesis 1 (H1). Pressure and flow through the system can bemodelled by considering
it a hydraulic transmission line with pressure loss due to friction along pipes and pressure
boost due to the ESP.

Hypothesis 2 (H2). The well Productivity Index can be considered constant although it
changes along the well lifespan.

Hypothesis 3 (H3). There is always a pressure loss across the choke valve, so backflow is
not allowed.

Hypothesis 4 (H4). The fluid pumped across the ESP is assumed to be incompressible,
therefore the affinity laws presented by TAKACS (2011) are valid.

Hypothesis 5 (H5). It is assumed that the fluid properties (i.e. density and viscosity)
do not changes across the ESP, so the multi-stage pump can be treated as a number of
single-stages.

Hypothesis 6 (H6). The choice of two control volumes in the two pipes, upstream and
downstream of the ESP, is enough to represent the dynamics of the system with sufficient
accuracy.

Hypothesis 7 (H7). The change of pressure with respect to time in any point of the control
volume is equal to the change in average pressure.

Hypothesis 8 (H8). The flow rate is constant through the system, which is reasonable
for incompressible fluids in steady-state and slow dynamics.
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The model variables and parameters can be visualized in Tables 2.1 and 2.2,
respectively.

Table 2.1: ESP Model Variables

Variables Description Unit
f ESP frequency Hz
z Production choke valve opening −

pm Manifold pressure Pa
pwh Wellhead pressure Pa

pp,out ESP outlet pressure Pa
pp,in ESP inlet pressure Pa
∆pp Pressure difference across ESP Pa
pbh Bottom hole pressure in well Pa
∆p f Frictional pressure drop in the well Pa
F1 Frictional pressure drop below ESP Pa
F2 Frictional pressure drop above ESP Pa
q Average flow rate in well m3/s
qc Flow rate through production choke m3/s
qr Inflow from reservoir into well m3/s
I Electric current in ESP motor A
H Head developed by ESP m
P ESP brake horsepower (BHP) W

ConsideringH1, the differential Equations 2.56, 2.57 and 2.58 are derived from
the following PDE system:

A
β

∂p
∂t

= − ∂q
∂x

(2.54)

ρ
∂q
∂t

= −A
∂p
∂x

+ F + Aρg
dh
dx

(2.55)

in which p(x, t) and q(x, t) are the pressure and flow-rate at position x in time t
along the well. A is the cross-section flow area, β is the inverse of the compress-
ibility, ρ is the fluid density, h(x) is the distance from the seabed to x and, finally,
F is the pressure variation per unit of length due to friction or to the pump.

Considering H5, H6 and H7 and taking pbh and pwh by the average pressures
of the bottom-hole and the well head, respectively, one can derive Equation 2.56
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Table 2.2: ESP Model Parameters (BINDER et al., 2015)

Parameter Description Value Unit
g Gravity constant 9.81 m/s2

Cc Choke valve constant 2× 10−5 −
A1 Cross-section area of pipe below ESP 0.008107 m2

A2 Cross-section area of pipe above ESP 0.008107 m2

D1 Pipe diameter below ESP 0.1016 m
D2 Pipe diameter above ESP 0.1016 m
h1 Height from reservoir to ESP 200 m
hw Total vertical distance in well 1000 m
L1 Length from reservoir to ESP 500 m
L2 Length from ESP to choke 1200 m
V1 Pipe volume below ESP 4.054 m3

V2 Pipe volume above ESP 9.729 m3

f0 ESP characteristics ref. freq. 60 Hz
Inp ESP motor nominal current 65 A
Pnp ESP motor nominal power 1.625× 105 W
β1 Bulk modulus below ESP 1.5× 109 Pa
β2 Bulk modulus above ESP 1.5× 109 Pa
M Fluid inertia parameter 1.992× 108 kg/m4

ρ Density of produced fluid 950 kg/m3

pr Reservoir pressure 1.26× 107 Pa
PI Well productivity index 2.32× 109 m3/s/Pa
µ Viscosity of produced fluid 0.025 Pa× s

and Equation 2.57 from 2.54. I addition, considering H5, H6 and H8, Equation
2.58 arises from the momentum balance of Equation 2.55, in which ρghw is the
hydrostatic pressure difference betweenwell head and bottom, ∆p f is the pressure
loss due to friction and ∆pp is the pressure boost due to the ESP.

Therefore, the model is composed by a set of differential-algebraic Equation
system. The differential equations can be visualized in the following:

dpbh
dt

=
1

V1
(qr − q)β1 (2.56)

dpwh
dt

=
1

V2
(q− qc)β2 (2.57)

dq
dt

=
1
M

(pbh − pwh − ρghw − ∆p f + ∆pp) (2.58)
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Equations 2.56, 2.57 and 2.58 are, respectively, the dynamics for the bottom-
hole pressure, the well-head pressure and the flow rate.

The inertia parameter M is constant for each system and is calculated by the
formula:

M = ρ1

∫ L1

0

1
A1

dx + ρ2

∫ L2

0

1
A2

dx (2.59)

in which 1 and 2 are indexes for the downstream and upstream pipe sections,
respectively, and Li, Ai and Vi are length, area and volume of section i.

The model for the reservoir inflow is based on H2 and respects a linear inflow
performance relation:

qr = PI (pr − pbh) (2.60)

The production choke model is derived from the Bernoulli Equation coupled
with a characteristic parameter. Assuming H3, the following equations are con-
sidered for the flow across the valve:

qc = Cc z
√

pwh − pm (2.61)

The pressure drop in pipe section comes from theDarcy-Weisbach considering
the Fanning friction factor for smooth pipe and turbulent flow:

Fi = 0.158
ρLiq2

Di A2
i

(
µ

ρDiq

)1/4

, i = 1, 2 (2.62)

∆pp = ρgH(q, f , µ) (2.63)

The equations related to the pumpare calculated by the affinity laws (TAKACS,
2011) using the pump characteristics provided by the vendor:

H = CH(µ)H0(q, f , µ)

(
f
f0

)2

(2.64)
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q0 =
q

Cq(µ)

(
f0

f

)
(2.65)

P = CP(µ)P0(q, f , µ)

(
f
f0

)3

(2.66)

pp,in = pbh − ρgh1 − F1 (2.67)

I =
Inp

Pnp
P(q, f , µ) (2.68)

H0 and P0 are the head and power characteristic curves, respectively, provided
by the ESP vendor. Cq, CH and CP are viscosity correction correction factors for
flow, head and power. BINDER et al. (2015) reported these five functions as poly-
nomial approximations of the type:

R(x) =
4

∑
i=0

cixi (2.69)

In which R(x) denotes H0 or P0 replacing x by q0, which is the theoretical flow
rate at reference frequency, and Cq, CH or CP replacing x by µ. Its coefficients can
be found in Table 2.3.

Table 2.3: Polynomial coefficients (BINDER et al., 2015)

R c4 c3 c2 c1 c0
H0 0 0 1.2454× 106 7.4959× 103 9.5970× 102

P0 0 −2.3599× 109 −1.8082× 107 4.3346× 106 9.4355× 104

Cq 2.7944 −6.8104 6.0032 −2.6266 1
CH 0 0 0 −0.03 1
CP −4.4376 11.091 −9.9306 3.9042 1

Including the paper that disclosed the previously describedmodel, fourworks
have been published applying the model. PAVLOV et al. (2014) proposed this ESP
model, anMPC strategy and experimental results of the controller tested in a large
scale test facility with a full scale ESP. BINDER et al. (2014) implemented an MPC
using SEPTIC (Statoil Estimation and Prediction Tool for Identification and Con-
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trol) in a PLC. Step response models were used as internal models of the con-
strained MPC. Desired performance was achieved by tuning of weights and soft
constraints penalties. BINDER et al. (2015) extended the model to account with
ESP characteristics and viscosity correction factors. An MHE was applied to es-
timate Flow Rate, Viscosity and Production Index in a well using ACADO. The
authors reported that the solver performed very fast and so it could be used on
an industrial embedded hardware. In KRISHNAMOORTHY et al. (2016), the ESP
model was used in a high fidelity simulator of an ESP lifted well producing heavy
viscous crude oil. The MPC previously proposed was tested with the focus on
performance and robustness, which was achieved.

The four works previously described have considered all relevant model vari-
ables measurements to be available and only linear MPCs with a single internal
model was applied, Table 2.4 summarizes the main aspects of the four works pre-
viously cited.

To summarize all dependencies of the vector field of the third order model, it
is represented in its nonlinear state space form:

dpbh
dt

= f1(pbh, q)

dpwh
dt

= f2(pwh, q, z, pm)

dq
dt

= f3(pbh, pwh, q, f )

(2.70)

In terms of the output variables of interest in this work:

pp,in = g1(q, f )

P = g2(q, f )
(2.71)
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Chapter 3

Adaptive QDMC with model
scheduling strategy

A version of this chapter was presented in 12th IFAC Symposium on Dynamics
and Control of Process Systems, including Biosystems (DYCOPS 2019) (DELOU
et al., 2019a).

3.1 Introduction

The linear MPC considered by PAVLOV et al. (2014), BINDER et al. (2015) and KR-
ISHNAMOORTHY et al. (2016) has linear models for the entire operating region.
When using linear MPC for controlling nonlinear processes, one must ensure that
the linear model sufficiently captures the system response over a broad operating
range.

KRISHNAMOORTHY et al. (2016) showed that for an ESP liftedwell, the linear
model varies significantly depending on the choke opening. Therefore, in the
present paper, we extend the work of PAVLOV et al. (2014), BINDER et al. (2015)
and KRISHNAMOORTHY et al. (2016) by considering a linear MPC with model
adaptation accounting for process nonlinearity.

Based on the analysis of the process, two linear models were developed, one
for operations with large valve openings (low gain) and the other for small valve
openings (high gain). It is shown that both models do not work well for the
opposite situation of valve opening that they were designed for, therefore, an
adaptive strategy was proposed. Moreover, the final MPC strategy had its per-
formance tested within servo and regulatory control approaches resulting in a
broader range of operation.
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3.2 Methodology

In this chapter, we consider a single ESP liftedwellwhere the objective is to control
the inlet pressure pp,in at a desired reference value and to minimize the pump
power consumption P, while satisfying the pump andwell constraints. The pump
frequency f and valve opening z were considered as manipulated variables in
order to achieve this objective and the manifold pressure pm was conservatively
considered as an unmeasured disturbance.

All numerical algorithms were developed using MATLAB™.

3.2.1 Model Linearization

Nonlinearities and regions with changes of behavior were investigated by evalu-
ating the effects of changes in the manipulated variables and disturbances in the
controlled variables. The linear model for the MPC strategy was developed us-
ing Taylor’s expansion around a reference point and neglecting the higher order
terms. Due to scale difference between state variables and in order to facilitate
controller tuning, linearization was performed in terms of relative deviation from
the stationary point. More details about the model linearization strategy applied
can be found in Appendix A.

3.2.2 MPC Implementation

The MPC problem was implemented as a QDMC algorithm. QDMC is an ex-
tended method for the DMC problem consisting of an online QP with rigorous
handling of constraints (GARCIA andMORSHEDI, 1986). More details about the
implementation of the QDMC algorithm can be found in Section 2.2.3.

In order to implement the control objective, the reference value for power con-
sumption was kept below plant power performance, in an unreachable baseline
(setpoint chasing).

The control objectives are prioritized in such a way that the constraints take
the highest priority, followed by the setpoint tracking on the pump intake pres-
sure and then the pump power minimization. To reflect this priority order, unbal-
anced weights were set to the variables in the cost function, namely, 1 and 0.01 to
inlet pressure and power, respectively. The weight for suppression of control ac-
tion was tuned in 10−5, to avoid aggressive MVmoves. Moreover, sampling time,
prediction horizon and control horizon were set to 1 s, 40 s and 10 s, respectively.
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3.2.3 Model Scheduling Strategy

In this chapter, we propose an automatic model adaptive strategy in order to
improve the controller performance far from stationary points wherein the lin-
earized models were designed, broadening the operating range. The continuous
transition between models was based on the following homotopy:

s = λs1 + (1− λ)s2 (3.1)

in which s is the actual matrix of step response, s1 and s2 are the step response
matrix ofmodel 1 and 2, respectively, and λ is the continuation parameter. Abrupt
model changes in the QDMC structure could cause process instability.

The transition between models is controlled by the instantaneous value of
valve opening. In other words, the valve opening is the scheduling variable to
switch between twomodels. If z is lower than a lower bound (lL), model 2 is purely
applied, while for values greater than an upper bound (lU) model 1 is purely ap-
plied. The parameter λ is adjusted according to the actual valve opening and the
lower and upper bounds, which can be interpreted as tuning parameters for the
adaptive strategy:

λ =
z− lL

lU − lL
, (lL ≤ z ≤ lU) (3.2)

For the case in which the models are abruptly changed, the change is done in
a single point denoted by lC, Equation 3.2 is not valid, and the following logic is
applied:

{
λ = 0, if z < lC
λ = 1, if z ≥ lC

(3.3)

3.3 Results and Discussion

3.3.1 Model Analysis

The stationary values for controlled variables (CV) along themanipulated variable
(MV) range are shown in Figure 3.1. As one can see, the behavior of CVs along
the frequency range is approximately linear, which suggests that a single linear
model can be sufficient for any frequency region. On the other hand, the behavior
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of CVs along the production choke valve opening range clearly shows nonlinear-
ities that can be divided into two regions: large production choke valve opening
(small variation of CVs as z varies) and low production choke valve opening (high
variation of CVs as z varies).

In that manner, two linear models were proposed to represent the plant.
The first one (model 1) was linearized around the stationary point obtained for
z = 0.99 and f = 58Hz. The second model (model 2) was linearized around
the stationary point obtained for z = 0.10 and f = 35Hz. The response of the
controlled variables obtained for each model and the nonlinear plant can be vi-
sualized in Figure 3.2 and Figure 3.3, for a single unit step in the manipulated
variables: frequency ( f ) and choke valve opening (z).
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Figure 3.1: Stationary CV varying MV: (a) pp,in steady states for different values
of f ; (b) P steady states for different values of f ; (c) pp,in steady states for

different values of z; (d) P steady states for different values of f .

Figure 3.2 shows that for operations where large production choke valve open-
ing position is required, model 1 presents better performance with respect to
model 2, especially for a perturbation in the choke valve position, where high
nonlinearities were identified.

38



Figure 3.2: Large production choke valve opening: (a) ∆pp,in response for a unit
step in f ; (b) ∆P response for a unit step in f ; (c) ∆pp,in response for a unit step in

z ; (d) ∆P response for a unit step in z. ( ) model 1; ( ) model 2; ( )
nonlinear model. Steps in t = 30s.

Figure 3.3: Low production choke valve opening: (a) ∆pp,in response for a unit
step in f ; (b) ∆P response for a unit step in f ; (c) ∆pp,in response for a unit step in

z; (d) ∆P response for a unit step in z. ( ) model 1; ( ) model 2; ( )
nonlinear model. Steps in t = 30s.

To sum up, it is shown that bothmodels do not workwell for the opposite situ-
ation of valve opening that they were designed for. As expected, model 2 deviates
from plant performance at the large production choke valve scenario while model
1 fits better. On the side, model 2 provides better response for the low production
choke valve scenario, while model 1 is more distant from plant behavior.

39



3.3.2 Control Performance

The MPC strategy for both models described above had its performance tested.
Figure 3.4 shows control actions and system response in terms of non-linear plant
controlled variables for three different setpoint values in presence of disturbance
(pm) with model 1 as the only controller’s internal model. The manipulated vari-
ables adjusted by the MPC are f and z, while pm is an unmeasured disturbance.
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Figure 3.4: Control performance for 3 different setpoints for pp,in subject to pm
disturbances, using Model 1: (a) pp,in responses; (b) P responses; (c) q responses;

(d) z manipulations; (e) f manipulations; (f) pm disturbance. ( ) CV for
setpoint 1, ( ) CV for setpoint 2; ( ) CV for setpoint 3; ( ) MV for setpoint

1; ( ) MV for setpoint 2; ( ) MV for setpoint 3; ( ) desired setpoint.

It can be seen in Figure 3.4 that pp,in responses for setpoints 1 and 2 require
an opened valve operation. The MPC strategy to reduce inlet pressure is to in-
crease frequency and open the production choke valve, in order to allow mini-
mum power. These setpoints are achieved in a stable trajectory of control action.
On the other hand, setpoint 3 imposes a smaller choke opening operation. In or-
der to keep pressure high with minimum power consumption, pump frequency
is reduced and pressure is regulated using the valve. This case leads to oscillatory
control actions, which are undesirable for equipment life-time. Analogously, Fig-
ure 3.5 shows control actions and system response with model 2 as the internal
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model.
For setpoints 1 and 2, the production valve has a large opening, as can be seen

in Figure 3.5. In order to keep the pump inlet pressure at its setpoint, pump fre-
quency increases and choke valve opening is maximum to allow minimum flow
resistance and thus minimum power consumption. There is also an undesirable
offset in pump inlet pressure for setpoints 1 and 2.
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Figure 3.5: Control performance for 3 different setpoints for pp,in subject to pm
disturbances, using Model 2: (a) pp,in responses; (b) P responses; (c) q responses;

(d) z manipulations; (e) f manipulations; (f) pm disturbance. ( ) CV for
setpoint 1, ( ) CV for setpoint 2; ( ) CV for setpoint 3; ( ) MV for setpoint

1; ( ) MV for setpoint 2; ( ) MV for setpoint 3; ( ) desired setpoint.

3.3.3 Model Adaptation

Initially, the parameters lL and lU were chosen by investigating the behavior of
the adaptive MPC for setpoint changes in the intake pressure. As seen in Section
3.2.3, these parameters are the lower and upper bounds of the valve opening z that
define the homotopic change in the internalmodel. They should be tuned in order
to avoid an abrupt change of models. Figure 3.6 illustrates this tuning process, for
a setpoint change. It can be seen that, when these parameters are close to each
other, an oscillatory behavior is obtained. After this preliminary investigation,
these parameters were set to 0.2 and 0.3, respectively.
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In the sequence, two simulation cases, transition from low to high and high
to low intake pressure setpoint of the adaptive MPC, are shown. During both
simulations, control action trajectory shows a short oscillation that does not com-
promise stability.
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Figure 3.6: Different adaptation tuning. ( ) lC = 0.3, ( ) lL = 0.22 and lU =
0.28, ( ) lL = 0.1 and lU = 0.5, ( ) lL = 0.2 and lU = 0.3, which is the chosen

tuning in the hybrid model MPC simulations.

Figure 3.7 presents the hybrid model performance in comparison to its indi-
vidual models when the intake pressure setpoint decreases from 10.1 to 7.0MPa
and Figure 3.8 presents the hybrid model performance in comparison to its indi-
vidual models when the intake pressure setpoint increases from 4.4 to 9.0MPa.
The hybrid model in both situations performs well and corrects the problems dis-
cussed for eachmodel in the opposite situation of inlet pressure setpoint that they
were designed for. It can be seen from Figure 3.7 that the hybrid model MPC does
not have an offset from the setpoint unlike model 2, when the valve is fully open.
Unlike model 1, the hybrid model MPC does not present continuous oscillation
when the valve opening is reduced as seen in Figure 3.8.

When the inlet pressure setpoint changed from 10.1 to 7.0MPa, the hybrid
model MPC provides a slower response compared to model 1 individually. How-
ever, they reach the setpoint at around the same time as seen in Figure 3.7. More-
over, one can see in Figure 3.8 that the hybrid model MPC presented a fast
response when the intake pressure setpoint increases from 4.4 to 9.0MPa and
reaches the setpoint before model 2. Therefore, the hybrid model MPC presents
a better overall performance with respect to model 1 and 2, individually.
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Figure 3.7: Hybrid model performance when psp
p,in = 7MPa: (a) pp,in responses;

(b) P responses; (c) z manipulations; (d) f manipulations. ( ) model 1 MPC,
( ) model 2 MPC, ( ) hybrid model MPC, ( ) desired setpoint.
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Figure 3.8: Hybrid model performance when psp
p,in = 9MPa: (a) pp,in responses;

(b) P responses; (c) z manipulations; (d) f manipulations. ( ) model 1 MPC,
( ) model 2 MPC, ( ) hybrid model MPC, ( ) desired setpoint.

3.4 Conclusions

The application of MPC with a model adaptive strategy to an oil production well
is new, to the best of our knowledge. This strategy was shown to provide a better
overall performance compared to MPC based on individual models, as it benefits
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from the qualities of the individual models in the regions that they were designed
for and suppresses their disadvantages in the regions where each one would not
behave as desired.
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Chapter 4

Robust Multi-model State-space
MPC coupled with Kalman Filter

Some results of this chapter were presented in the I Brazilian Congress on Process
Systems Engineering (PSE-BR 2019) (DELOU et al., 2019b).

4.1 Introduction

As a reminder, PAVLOV et al. (2014) developed a simple and reliable ESP dynamic
model which was employed in a MPC and presented successful tests in a large
scale facility. BINDER et al. (2014) made use of the model in another MPC ap-
plication focused on software’s development. BINDER et al. (2015) extended the
model to account with some pump and fluid properties in order to develop a soft
sensor to estimate the fluid viscosity and the reservoir production index by the
use of a moving horizon estimation technique. KRISHNAMOORTHY et al. (2016)
focused on developing a MPC strategy to overcome the nonlinearity in the choke
opening by using a single internalmodel identified for a low valve opening, which
is the region of higher gain of the system.

The fourworks previously described, except for BINDER et al. (2015), have con-
sidered all relevantmodel variables measurements to be available. In this chapter,
we focus on the problem of developing a robust adaptive MPC strategy for a sce-
nario of loss of instrumentation to measure the states variables. For that, we de-
velop anMPC strategy coupledwith a Kalman Filter, both using the same strategy
to adapt their internalmodels depending on the instant values of themanipulated
variables. Here, we consider important to use the same model adapting strategy
both in KF and MPC in order to maintain consistency for the application. We
show that a single internal model application, as proposed by KRISHNAMOOR-
THY et al. (2016), and a simple scheduling strategy, as proposed in Chapter 3 of the
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present work, lack in performance for the state estimation technique coupledwith
MPC. To overcome this problem, we propose and compare two model switching
strategies based on interpolation of a grid of linear models, previously obtained
by linearization or identification. These strategies are also compared to the clas-
sical successive linearization strategy used by the EKF technique. Moreover, the
optimal grid size and grid points are obtained by solving several optimization
problems, the chosen structure is evaluated in terms of state estimation perfor-
mance by systematically removing a state measurement availability and, in terms
of control performance by performing setpoint change tests between high and low
intake pressure, what should drive the operation to go through the whole nonlin-
ear region.

4.2 Methodology

In this chapter, as in Chapter 3, we consider a single ESP lifted well where the
objective is to control the inlet pressure, pp,in, at a desired reference value and to
minimize the pump power consumption, P, while satisfying the pump and well
constraints. The pump frequency, f , and valve opening, z, were considered asma-
nipulated variables in order to achieve these objectives and themanifold pressure,
pm, was considered as an unmeasured disturbance. The model variables, units
and whether the variable measurement are considered available are presented in
Table 4.1.

Table 4.1: System Variables in MPC structure

Variable Unit Measured
State Variables
pbh Bottom hole pressure in well Pa no
pwh Wellhead pressure Pa no
q Average flow rate in well m3/s no

Manipulated Variables
f ESP frequency Hz yes
z Production choke valve opening - yes

Disturbance
pm Manifold pressure Pa no

Controlled Variables
pp,in ESP inlet pressure Pa yes

P ESP brake horsepower (BHP) W yes

To simulate uncertainties in themeasurements of the output variables, stochas-
tic white-noise, zero-mean, normally distributed additive disturbances with stan-
dard deviation defined in Table 4.2 were considered for each measured variable.
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All numerical algorithms were developed using MATLAB™.

Table 4.2: Standard deviation of the white-noise for each variable.

Measurement pbh pwh q pp,in P
Standard dev. 0.01 0.01 0.01 0.02 0.02

4.2.1 Model Scheduling Strategy

Three scheduling techniques are compared, two interpolation strategies from
models previously obtained by identification or linearization and the successive
linearization, in which the nonlinear model is linearized around the operational
point. Here we will refer to these strategies respectively as:

• SKF1-MPC: The approach making use of the homotopic interpolation pro-
posed in Chapter 3 to obtain the linear model for the Kalman Filter and for
the MPC.

• SKF2-MPC: The approach making use of the multivariable linear interpola-
tion, presented by FURLAN et al. (2016), to obtain the linear model for the
Kalman Filter and for the MPC.

• EKF-MPC: The approachmakinguse of linearization around the operational
point, as presented in Appedix A, to obtain the linear model for the Kalman
Filter and for the MPC.

In the following we present the formulation of the interpolation strategies.

SKF1: Homotopic Interpolation

The SKF1 strategy for model scheduling was based on homotopic interpolations
between local models linearized around a reference steady state. A net of models
were generated by arranging some linear models obtained in different combina-
tions of f and z values within the operational range. Figure 4.1 illustrates a 5 by 5
net, where si,j denotes the linear model obtained by linearization around the sta-
tionary point in the node f = f̄i and z = z̄j, in which f̄ and z̄ are the vectors of the
stationary point nodes for f and z, respectively.
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f

z

s1,1 s1,2 s1,3 s1,4 s1,5

s2,1 s2,2 s2,3 s2,4 s2,5

s3,1 s3,2 s3,3 s3,4 s3,5

s4,1 s4,2 s4,3 s4,4 s4,5

s5,1 s5,2 s5,3 s5,4 s5,5

Figure 4.1: Example of a 5 by 5 net of linear models.

In a certain moment of normal operation, f and z are going to assume values
inside a quadrant of the net of models, let M denote the active quadrant, which
is a square in this 2-dimensional case where the vertices are linear models. The
interpolation takes place in a homotopic transition fashion, similarly to Chapter 3
with a parameter for each dimension. The parameters are organized in a matrix,
λ, in which each column is for each dimension and each line represent interval
between two nodes of the model net. The resultant linear model is obtained by
the formulas:

s = si+1λi,1 + si(1− λi,1) (4.1)

in which, s represents the internal model matrices used for each k instant. Each si

is calculated by the following formula:

si = si,j+1λj,2 + si,j(1− λj,2) (4.2)

Parameters λi,1 and λj,2 vary according to the instant value of f and z, respec-
tively, by the following logic rules:

λi,1 =



1, if fk ≥ f̄i+1

0, if fk ≤ f̄i

fk − f̄i+1

f̄i − f̄i+1
, f̄i ≤ fk ≤ f̄i+1

(4.3)
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λj,2 =



1, if zk ≥ z̄j+1

0, if zk ≤ z̄j

zk − z̄j+1

z̄j − z̄j+1
, z̄i ≤ zk ≤ z̄i+1

(4.4)

Figure 4.2 illustrates an active square, M, and how the interpolation takes place
for this 2-dimensional case.

f

z

si,j si,j+1

si+1,j si+1,j+1

si

fk

zk

si+1

s

Figure 4.2: Illustration of an active M, intermediate models and interpolated in-
ternal model.

SKF2: Multivariable Linear Interpolation

The SKF2 strategy for model scheduling was based on the grid based look-up
tables interpolation presented by FURLAN et al. (2016). Figure 4.3 illustrates a
2-D grid of models that has to be obtained previously from the studied system.

u1

u2

s1 s2 s3 s4

s5

s16

(v1,1 , v1,2) (v2,1 , v2,2) (v3,1 , v3,2) (v4,1 , v4,2)

(v5,1 , v5,2)

(v16,1 , v16,2)

Figure 4.3: Example of a 4 by 4 grid of linear models.
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In Figure 4.3, the vector si represents the linear model matrices that can be
obtained by identification or linearization (A, B, C and D) to be interpolated de-
pending on the actual values of input vector u, v is the matrix in which each row
corresponds to a point in the grid and each column corresponds to the value of
the kth input variables, vi,k.

The output of the interpolation, ŝ, corresponds to the linear weighted sum of
the nearest models, si, that are part of the vertices of the smallest cube, M, around
the actual input variables. The weights, Φi, are the ratio of volumes of each cube
with longer diagonal defined by u and the vertex vj of the opposite M to vi, in
which vi and vj corresponds to the longer diagonal of M.

ŝ =
M

∑
i=1

si Φi(u, v) (4.5)

Φi(u, v) =
∏n

k=1 |uk − vj,k|
∏n

k=1 |vi,k − vj,k|
(4.6)

M =
n

∏
k=1

Mk (4.7)

in which, n is the number of input variables and Mk is the number of points in the
grid for input k. It is noteworthy that Equation 4.6 is only valid when i is a vertex
of M, otherwise Φi is null.

4.2.2 Optimal Model Net Structure

Let θ denotes the concatenation of the model net nodes in such a way that
θ = ( f̄ T, z̄T)T. In order to determine the optimal nodes structure and points,
an optimization problemwas constructed to minimize the normalized sum of the
squared errors (SSE) from the nonlinear model static outputs and the response of
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the resultant linear model static outputs, such that:

min
θ

N f

∑
j=1

p

∑
i=1

(
yNL

i ( f j, z)− yL
i ( f j, z)

yNL
i ( f j, z)

)2
∣∣∣∣∣∣
z=0.99

+

Nz

∑
j=1

p

∑
i=1

(
yNL

i ( f , zj)− yL
i ( f , zj)

yNL
i ( f , zj)

)2
∣∣∣∣∣∣

f=58

(4.8a)

s.t.

xL( f , z) = (I − A( f , z))−1B( f , z)u (4.8b)

yL( f , z) = C( f , z)xL( f , z) + D( f , z)u (4.8c)

xNL( f , z) = F( f , z) (4.8d)

yNL( f , z) = G(xNL, f , z) (4.8e)

35 ≤ f ≤ 60 (4.8f)

0 ≤ z ≤ 1 (4.8g)

inwhich, xL and yL are the static states and outputs from the linearization strategy,
xNL and yNL are the static states and outputs from the nonlinear model, denoted
by F and G.

In order to obtain the optimal structure, ten different structures were subjected
to the above optimization problem, which were all combinations from a 2 by 2 to
a 5 by 5 structure, in which the dimension in z̄ is greater than the dimension in f̄ .
The best structurewas chosen by comparing their performances in aMPC coupled
with SKF setpoint tracking test. To do so, the following reference trajectory was
imposed and two indicators were observed: the mean of the innovation of the
filter and the SSE of the estimated outputs in relation to the real ones (supposing
that they were known).

time (min)
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Figure 4.4: Reference trajectory subjected to pp,in in the model net validation.
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4.2.3 MPC Implementation

The MPC strategy was implemented as an on-line nonlinear program (NLP),
solved by an interior-point solver (WÄCHTER and BIEGLER, 2006), coupled with
an observer to estimate the unmeasured states. The internal model was devel-
oped as a linear discrete state-space formulation with an adaptive strategy based
on the manipulated variables values at the beginning of the prediction horizon.
The control law was determined in a receding horizon manner by the solution of
the following optimization problem at each sampling time.

min
∆u

L

∑
i=1

∥∥yk+i − yrt
k+i
∥∥2

Wy
+

N−1

∑
i=0

[∥∥uk+i − urt
k+i
∥∥2

Wu
+ ‖∆uk+i‖2

W∆u

]
(4.9a)

s.t. ∀k ∈ [0, L], in which L is the prediction horizon

x(k + 1) = A(u(0))x(k) + B(u(0))u(k) (4.9b)

y(k) = C(u(0))x̂(k) + D(u(0))u(k) (4.9c)

x̂(k + 1) = A(u(0))x(k + 1) + B(u(0))u(k)+

K (ym(0)− C(u(0))x(0)− D(u(0))u(0)) (4.9d)

x(0) = x̂(0) (4.9e)

xlb ≤ x̂ ≤ xub (4.9f)

ulb ≤ u(k) ≤ uub (4.9g)

∆ulb ≤ ∆u(k) ≤ ∆uub (4.9h)

More information about the MPC implementation details can be found in Ap-
pendix B and the observer theory is explored in Section 2.4.

The control objectives are prioritized in such away that the constraints take the
highest priority, followed by the setpoint tracking on the pump intake pressure
and then the pump power minimization. To do so, cost function weight matrix
were selected properly, in which weights for inlet pressure and power were 400
and 0.02, respectively, weights for inputs were settled to zero and for the rate of
change of inputs were equal to 0.01. The sampling time, the prediction horizon
and the control horizon were set to 1s, 100s and 5s, respectively. It is important
to note that internal models were modelled in a relative deviation manner, as de-
scribed in Appendix A, so the previous numbers are applied to the normalized
variables. Next section describe how the evaluation of the control performance
was carried out.
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4.2.4 Control Performance

In order to evaluate the control performance, two setpoint tracking problemswere
subjected to the two proposed SKF coupled with MPC schemes and compared to
the classical EKF-MPC. The first test is a low to high intake pressure, from 4.4 MPa
to 9 MPa, and the second is a high to low intake pressure, from 9 MPa to 4.4 MPa.
These tests force the system from a situation of high choke valve opening to a low
choke valve opening and from a low choke valve opening to a high choke valve
opening, passing through the whole nonlinear region of the operational range. So
the performance of the adaptive scheme can be validated in these tests.

In order to soften these transitions, aiming to avoid discontinuities and ag-
gressiveness from the step disturbance, the following regularization function of
a unit step was used to condition the transition between the two intake pressure
operation points:

y(t) =
1 + tanh (ε(t− t0))

2
(4.10)

in which, ε is a tuning parameter of the regularization function and t0 is the step
disturbance time. The setpoint of the pump power was kept lower than a realiz-
able value, in order to guarantee the minimum power consumption in the opera-
tion.

4.3 Results and Discussion

In this section, we compare the both proposed interpolation strategies with the
successive linearization, and in both we keep the model used in the Kalman Filter
as the same used in the MPC in order to hold methodology consistency.

4.3.1 Optimal Model Net Structure

The optimal structures obtained from different number of nodes from a 2 by 2
to a 5 by 5 structure can be visualized in Table 4.3. It can be highlighted that
the result of the optimization problem for all structures followed a reasonable
trend, whichwasmore or less uniformly distributed for the frequency and greater
number of nodes concentration in the low choke opening region. This is very
straight forward considering that the outputs are almost linear in relation to the
frequency and present a high gain in the region of low choke opening. In addition,
it is noteworthy that both interpolation strategies resulted in the same optimal
model net structure.
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Table 4.3: Optimal nodes for different model net structures.

Nodes
Structure fn zn

2 by 2 [56.51, 42.7]T [0.69, 0.22]T

2 by 3 [56.47, 42.15]T [0.82, 0.35, 0.13]T

2 by 4 [56.36, 41.86]T [1, 0.46, 0.24, 0.1]T

2 by 5 [56.62, 41.93]T [1, 0.51, 0.3, 0.18, 0.07]T

3 by 3 [57.08, 47.93, 39.81]T [0.8, 0.35, 0.13]T

3 by 4 [56.89, 47.41, 39.23]T [1, 0.48, 0.25, 0.1]T

3 by 5 [57.24, 47.61, 39.31]T [1, 0.54, 0.33, 0.19, 0.08]T

4 by 4 [58.63, 51.44, 44.76, 38.68]T [0.84, 0.46, 0.25, 0.1]T

4 by 5 [58.5, 51.12, 44.42, 38.42]T [0.89, 0.54, 0.34, 0.2, 0.08]T

5 by 5 [58.92, 53.75, 48, 42.7, 37.82]T [0.89, 0.54, 0.33, 0.19, 0.08]T

All structures generated stable models for the whole operational range, that is
all eigenvalue of the Jacobian matrix remained inside the unit circle in the com-
plex plane. The SSE for each input-output combination of the structures can be
visualized in Table 4.4.

Table 4.4: SSE for different model net structures.

pp,in P
Structure f z f z
2 by 2 1.07E+12 1.47E+13 3.20E+08 1.67E+09
2 by 3 4.57E+11 2.69E+12 3.05E+08 5.25E+08
2 by 4 4.28E+11 7.31E+11 2.99E+08 3.16E+08
2 by 5 4.27E+11 2.44E+11 3.18E+08 1.60E+08
3 by 3 2.43E+11 2.73E+12 6.10E+07 4.08E+08
3 by 4 1.27E+11 8.30E+11 5.57E+07 2.22E+08
3 by 5 1.18E+11 2.94E+11 5.83E+07 8.70E+07
4 by 4 8.91E+10 9.38E+11 2.49E+07 8.57E+07
4 by 5 5.75E+10 3.98E+11 2.30E+07 3.43E+07
5 by 5 3.71E+10 3.93E+11 9.44E+06 3.50E+07

As expected, as the size of the model net increases, the higher is the interpo-
lation strategy fidelity compared to the nonlinear model, that can be observed by
the decrease of the SSE. It would be desired to have the best model net possible.
However, it comes with the cost of having to identify more models. So, the anal-
ysis of the SSE between the nonlinear model and the interpolation strategy is not
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enough in order to determine the best net structure, for that would also be inter-
esting to evaluate the Kalman Filter performance for each model net structure.

The setpoint tracking test, as described in Section 4.2.2, was carried out for
each model net structure. In order to be more conservative, all state measures
were considered unknown. The SSE and the mean of the innovation for each test
can be visualized in Tables 4.5 and 4.6.

Table 4.5: SSE in Kalman Filter performance test.

Structure pbh pwh q pp,in P
2 by 2 4.84E+12 1.28E+12 3.93E-05 7.32E+12 7.74E+09
2 by 3 2.33E+12 1.28E+11 2.52E-05 3.55E+12 7.38E+09
2 by 4 2.05E+12 1.12E+12 2.36E-05 3.04E+12 6.85E+09
2 by 5 2.05E+12 8.37E+11 2.36E-05 3.06E+12 7.3E+09
3 by 3 2.27E+12 1.55E+11 2.63E-05 3.31E+12 4.76E+09
3 by 4 2.06E+12 8.41E+11 2.48E-05 2.98E+12 4.57E+09
3 by 5 2.08E+12 5.55E+11 2.50E-05 3.02E+12 4.78E+09
4 by 4 2.26E+12 1.39E+11 2.66E-05 3.25E+12 4.68E+09
4 by 5 2.25E+12 1.01E+11 2.62E-05 3.26E+12 4.63E+09
5 by 5 2.30E+12 1.08E+11 2.67E-05 3.31E+12 4.77E+09

Table 4.5 shows that the minimum SSE in Kalman Filter performance test is
obtained for pbh and q was achieved by structures 2 by 4 and 2 by 5, for pwh was
achieved by structure 4 by 5, for pp,in and P was achieved by structure 3 by 4.

Table 4.6: Mean of the innovation in Kalman Filter performance test.

Structure pbh pwh q pp,in P
2 by 2 1.53E-02 2.57E-02 -2.67E-02 2.97E-02 -4.00E-02
2 by 3 6.00E-03 -3.22E-03 -1.08E-02 1.39E-02 -3.79E-02
2 by 4 7.57E-04 -2.70E-02 -2.59E-03 4.64E-03 -3.46E-02
2 by 5 1.06E-03 -2.35E-02 -3.12E-03 5.20E-03 -3.67E-02
3 by 3 5.24E-03 1.52E-03 -9.77E-03 1.19E-02 -1.78E-02
3 by 4 -4.76E-04 -2.29E-02 -5.16E-04 1.86E-03 -1.49E-02
3 by 5 -2.38E-04 -1.86E-02 -9.99E-04 2.27E-03 -1.64E-02
4 by 4 1.64E-03 2.54E-04 -4.29E-03 5.07E-03 -5.68E-03
4 by 5 2.12E-04 -1.60E-03 -2.02E-03 2.57E-03 -6.74E-03
5 by 5 3.21E-04 -1.55E-03 -2.20E-03 2.76E-03 -6.88E-03

As pointed out in Section 2.4.1, it is desirable that the mean of the innovation,
represented by Equation 2.53, is as near as zero as possible, so it could be con-
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sidered accurate. As shown in Table 4.6, the values nearest to zero for variable
pbh was structure 4 by 5, for pwh and P was structure 4 by 4 and for q and pp,in

was structure 3 by 4. In order to balance between the three indicators previously
presented in Tables 4.4, 4.5 and 4.6, structure 4 by 5 was chosen to have the best
balance between model fidelity, number of models to identify and filter perfor-
mance.

The proposed model scheduling strategies produced a high accurate dynamic
representation of the nonlinear system, as can be observed in Figure 4.5.
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Figure 4.5: Static outputs versus inputs: (a) pp,in versus z; (b) pp,in versus f ; (c) P
versus z; (d) P versus f . ( ) nonlinear model response, ( ) 4 by 5

interpolation response, ( ) Successive linearization response.

Figures 4.6 and 4.7 show the eigenvalues for the whole operational range of f
and z in both interpolation and successive linearization approaches.
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Figure 4.6: Internal model stability analysis over the range of f . ( ) unit circle,
(◦ ◦ ◦) scheduled eigenvalues, (∗ ∗ ∗) nonlinear eigenvalues.
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Figure 4.7: Internal model stability analysis over the range of z. ( ) unit circle,
(◦ ◦ ◦) scheduled eigenvalues, (∗ ∗ ∗) nonlinear eigenvalues.

It can be seen that all models resulted from the scheduling strategies are sta-
ble, since their eigenvalues remain inside the unit circle for the whole operational
range. Moreover, it can be seen that the eigenvalues of the nonlinear model and
the scheduling strategy match.

Figures related to the Kalman Filter performance tests are shown in Section
4.3.2.

4.3.2 State Estimation Performance

Although a single internal model strategy might produce a robust MPC due to
feedback, as proposed by KRISHNAMOORTHY et al. (2016), it lacks in quality
when a single model Kalman Filter is applied as demonstrated in Figure 4.8. The
same result is obtained for the model scheduling strategy presented in Chapter
3, since a single model is applied for a large operational range. Since the inter-
nal model is linear, local and there is no adaptive strategy in both MPC and KF
schemes, the observer fails in estimating the unmeasured states, resulting in an
offset between real and the estimated outputs what leads to poor MPC perfor-
mance as it directs the estimated output to the reference trajectory, not the real
outputs themselves. KRISHNAMOORTHY et al. (2016) suggest the use of a sin-
gle model obtained in the region of higher gain, that is the region of small valve
opening. However, if that would be applied in a KF scheme the offset between
real and estimated outputs would be even larger, as most of the operation occurs
in the region of high valve opening. Therefore, for a linear MPC scheme to work
properly together with a KF scheme applied to a nonlinear system, an adaptive
strategy must be carried out in order to obtain the best local models for each sam-
pling instant.
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Figure 4.8: Outputs - filter performance test - single model: (a) pp,in; (b) P. ( )
reference trajectory, ( ) real system trajectory, ( ) estimated trajectory.

The most common strategy is the one applied in EKF, in which the nonlinear
model is needed in order to obtain a linearization every sampling instant. As an
alternative, Figure 4.9 shows the performance of the proposed SKF1-MPC and
SKF2-MPC compared to the EKF-MPC strategy for the output variables.
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Figure 4.9: Outputs - filter performance test: (a) pp,in; (b) P. ( ) reference
trajectory, ( M ) SKF1-MPC real system trajectory, ( O ) SKF1-MPC estimated
trajectory, ( ) SKF2-MPC real system trajectory, ( ) SKF2-MPC estimated
trajectory, ( ) EKF-MPC real system trajectory, ( ) EKF-MPC estimated.
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As one can seen, the three strategies presented a very similar performancewith
an accurate estimation of the states, resulting in an offset free inlet pressure and a
minimum pump power consumption. The scheduling strategies present the ad-
vantages of not requiring the availability of a nonlinear model to proceed the ev-
ery sampling time linearization and the fact that its models can be developedwith
identification techniques from real data of the process, while it presents the disad-
vantage of the so called "curse of dimensionality" (BELLMAN, 1957), in which the
number of models needed to represent the nonlinear system grows significantly
with the size of the system.

Figure 4.10 shows the states estimated by the three strategies.
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Figure 4.10: States - filter performance test: (a) pbh; (b) pwh; (c) q. ( ) reference
trajectory, ( M ) SKF1-MPC real system trajectory, ( O ) SKF1-MPC estimated
trajectory, ( ) SKF2-MPC real system trajectory, ( ) SKF2-MPC estimated
trajectory, ( ) EKF-MPC real system trajectory, ( ) EKF-MPC estimated

trajectory.

All the states were well represented compared to the real system, only for pwh

the scheduling techniques left a slight offset between real system and estimated
values, this estimation offset is an indicative that the model net applied is not as
accurate as the successive linearization, but this difference has not produced any

59



effect in the controlled and manipulated variables, as one can see in Figure 4.11.
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Figure 4.11: Inputs - filter performance test: (a) f ; (b) z. ( M ) SKF1-MPC
trajectory, ( ) SKF2-MPC trajectory, ( ) EKF-MPC trajectory.

The previous tests proved that the Kalman Filter scheme presents a great per-
formance estimating the states variables, even though no state measurement is
available. To evaluate the performance of the estimation while each state mea-
surement is lost, Table 4.7 shows the SSE between the estimation and the real
trajectories for all possible combinations of state measurement availability. The
performance test carried out was the same setpoint tracking test presented in Sec-
tion 4.2.2.

Table 4.7: SSE in SKF1-MPC performance test for different state measurement
availability.

Measurements pbh pwh q pp,in P
all 2.25E+12 1.01E+11 2.62E-05 3.26E+12 4.63E+09

pwh and q 2.25E+12 1.01E+11 2.62E-05 3.26E+12 4.62E+09
pbh and q 2.25E+12 1.06E+11 2.66E-05 3.26E+12 4.68E+09

pwh and pbh 2.24E+12 1.03E+11 2.68E-05 3.25E+12 4.64E+09
pbh 2.24E+12 1.04E+11 2.69E-05 3.25E+12 4.66E+09
q 2.25E+12 1.06E+11 2.66E-05 3.26E+12 4.68E+09

pwh 2.24E+12 1.02E+11 2.68E-05 3.25E+12 4.64E+09
none 2.23E+12 1.04E+11 2.70E-05 3.25E+12 4.66E+09

As expected the SSEdecreases in the direction ofmore availablemeasurements
for most estimated variables, indicating a better filtering performance whenmore
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measures are available. However, this difference can be practically neglected, as
the distance when all measures are available to none is very small, resulting in
a very similar performance. It is also important to highlight that the previous
results presented for the interpolation strategies were precisely equivalent.

4.3.3 Control Performance

Figures 4.12, 4.13 and 4.14 show the control performance in a low to high intake
pressure setpoint change test, respectively to, output, input and state variables. In
Figure 4.12 one can see that for both output variables, pp,in and P, the SKF1-MPC
and SKF2-MPC presented an equivalent response and similar to the EKF-MPC in
terms of estimated and real system trajectories. The only deviation were between
20 and 30 seconds, in which the real system goes to the opposite direction of what
the estimation predicts for the three strategies, thatmay be due to the saturation of
the pump frequency in the lower bound, which can be observed in Figure 4.13(a).
In spite of that, all strategies were able to direct the real system to the high intake
pressure setpoint without leaving an offset between real and estimated outputs
keeping the lower power consumption possible.

time (s)

0 10 20 30 40 50

p
p
,i
n
 (

P
a
)

×106

4

6

8

10
(a)

time (s)

0 10 20 30 40 50

P
 (

W
)

×105

0

1

2
(b)

Figure 4.12: Outputs - control performance test - low to high intake pressure
setpoint change: (a) pp,in; (b) P. ( ) reference trajectory, ( M ) SKF1-MPC real
system trajectory, ( O ) SKF1-MPC estimated trajectory, ( ) SKF2-MPC real
system trajectory, ( ) SKF2-MPC estimated trajectory, ( ) EKF-MPC real

system trajectory, ( ) EKF-MPC estimated trajectory.
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Figure 4.13 presents the trend of the input variables, we can see that both inputs
goes from a near upper bound value to a near lower bound value, what can be
expected from the characteristics of the carried out test. It is noteworthy that the
frequency saturates around 23 minutes in the lower bound, what is undesired
since there is the loss of this degree of freedom to theMPC scheme to keep control
of the system, therefore the intake pressure setpoint transition might be softened
or the MPC must be better tuned to present a less aggressive behavior.
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Figure 4.13: Inputs - control performance test - low to high intake pressure
setpoint change: (a) f ; (b) z. ( M ) SKF1-MPC trajectory, ( ) SKF2-MPC

trajectory, ( ) EKF-MPC trajectory.

Figure 4.14 presents the behavior of the state variables. One can see that the
three approaches were able to predict the state variables without leaving an offset
between the real system and the estimation, what is a great benefit since these
variables were considered unmeasured for the control and filter schemes. The
only divergence was around the minute 25, already discussed before, when the
frequency saturates in the lower bound.

All the results presented a reasonable profile, since the performance test was
to increase the pump intake pressure, it is expected to also increase the bottom
hole and the well head pressures, reduce the choke opening, what would lead to
a decrease in the fluid flow rate, and therefore the pump frequency and the pump
power would also decrease.
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Figure 4.14: States - control performance test - low to high intake pressure
setpoint change: (a) pbh; (b) pwh; (c) q. ( ) reference trajectory, ( M )

SKF1-MPC real system trajectory, ( O ) SKF1-MPC estimated trajectory, ( )
SKF2-MPC real system trajectory, ( ) SKF2-MPC estimated trajectory, ( )

EKF-MPC real system trajectory, ( ) EKF-MPC estimated trajectory.

Figures 4.15, 4.16 and 4.17 show the control performance in a high to low intake
pressure setpoint change test, respectively, to output, input and state variables.

In Figure 4.15 one can see that for both output variables, pp,in and P, the SKF1-
MPC and the SKF2-MPC presented an equivalent response, similar to the EKF-
MPC trajectory in terms of the real system and the estimated trajectories. All
strategies were able to direct the real system to the low intake pressure setpoint
without leaving an offset between real and estimated outputs and keeping the
lower power consumption possible. It is important to highlight that the EKF-MPC
presented a slightly different trajectory for the pump power consumption in com-
parison to the interpolation strategies. That can be explained by observing, in
Figure 4.16, that in this scheme the input variables also took different trajectories,
what led to different power consumption.
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Figure 4.15: Outputs - control performance test - high to low intake pressure
setpoint change: (a) pp,in; (b) P. ( ) reference trajectory,

( M ) SKF1-MPC real system trajectory, ( O ) SKF1-MPC estimated trajectory,
( ) SKF2-MPC real system trajectory, ( ) SKF2-MPC estimated trajectory,
( ) EKF-MPC real system trajectory, ( ) EKF-MPC estimated trajectory.

Figure 4.16 shows the trend of the input variables, we can see that both in-
puts go from a near lower bound value to a near upper bound value, what can be
expected from the characteristics of the carried out test.
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Figure 4.16: Inputs - control performance test - high to low intake pressure
setpoint change: (a) f ; (b) z. ( M ) SKF1-MPC trajectory, ( ) SKF2-MPC

trajectory, ( ) EKF-MPC trajectory.
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Herewe can see that the frequency has not saturated for any case but the choke
opening has saturated around 23 and 35 minutes in the upper bound, what is
undesired due to loss of degrees of freedom, as previously pointed out. In spite
of that, the choke saturation have not produced a performance problem in the
output or state variables.

Figure 4.17 presents the behavior of the state variables. One can see that both
SKF strategies and EKF were able to predict the state variables without offset to
the real system, what is a great benefit since these variables were considered un-
measured for the control and filter schemes.
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Figure 4.17: States - control performance test - high to low intake pressure
setpoint change: (a) pbh; (b) pwh; (c) q. ( ) reference trajectory,

( M ) SKF1-MPC real system trajectory, ( O ) SKF1-MPC estimated trajectory,
( ) SKF2-MPC real system trajectory, ( ) SKF2-MPC estimated trajectory,
( ) EKF-MPC real system trajectory, ( ) EKF-MPC estimated trajectory.

All the results presented a reasonable profile, since the performance test was
to decrease the pump intake pressure, it is expected to also decrease the bottom
hole and the well head pressures and so, the increase in the choke opening is
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also expected. With that, the fluid flow rate would also increase, increasing the
pump frequency and so the pump power. One can observe a slightly oscillatory
behaviour in thewell head pressure, thatmight be explained due to the oscillatory
behavior of the choke opening presented in Figure 4.16(b).

It is important to highlight that for all previous results showed, both interpo-
lation strategies produced equivalent responses in the tests for SKF1-MPC and
SKF2-MPC. Even though, the multivariable homotopy is not a linear strategy due
to the arise of higher order terms, it presented equivalent results compared to the
linear interpolation strategy. One advantage of using multivariable homotopy is
in terms of code implementation, it is very straightforward and does not requires
a previous search algorithm to locate the active region where the interpolation
takes place. In the other hand, it is very difficult to generalize it in mathematical
notation and the arise of higher order terms can be a problem in bigger nets when
compared to the multivariable linear interpolation.

4.3.4 Model Structural Uncertainty Problem

The present chapter addresses the problem of uncertainty in measurements, but
nothing is done about model structural uncertainty, that is the uncertainty in the
parameters or equations of the model. A common problem in the regard of ESP
systems is the unknown viscosity of the fluid as introduced by BINDER et al.
(2015). In all results previously presented, the viscosity is considered a known
and unchanged parameter, however it might suffer disturbances due to increase
of water flow in the well, as discussed in KRISHNAMOORTHY et al. (2016). Fig-
ure 4.18 shows a simple disturbance in the viscosity value, that is a step from the
oil production directly to water production.
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Figure 4.18: Simple disturbance in viscosity from oil production directly to water
production.

This profile has not the real dynamics of the disturbance, as it neglects the
emulsion formation, but it serves to illustrates the problems with the presented
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approach if this model uncertainty is present.
Figure 4.19 shows the result of the viscosity disturbance in the output vari-

ables. One can see that the control scheme does not feel the viscosity change and
does not act over it. Since the Kalman Filter strategy is not able to predict its vari-
ation what is observed is a great offset between predicted and real outputs. That
is because the viscosity is not considered in the linear model. Next chapter is ded-
icated to overcome this issue in the proposed strategy keeping the interpolations
proposition in a parameter estimation scheme.
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Figure 4.19: Outputs - proposed schemes performance over a disturbance in
viscosity: (a) pp,in; (b) P. ( ) reference trajectory, ( M ) SKF1-MPC real system
trajectory, ( O ) SKF1-MPC estimated trajectory, ( ) SKF2-MPC real system
trajectory, ( ) SKF2-MPC estimated trajectory, ( ) EKF-MPC real system

trajectory, ( ) EKF-MPC estimated trajectory.

4.4 Conclusions

In this chapter, the problem of lack of measurements of the state variables due to
the extreme subsea environment is addressed. A single linear model strategy was
proved to be insufficient in a MPC coupled with a KF and two multi-model tech-
niques based onmodel net interpolationswere successfully applied to an adaptive
MPC coupled with SKF, they presented an equivalent performance between each
other and a similar performance compared to the EKF strategy. The main advan-
tage of the SKF schemes over the EKF is not needing an available nonlinear model
to proceed linearization. The proposed schemes presented a high accurate state
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estimation capability with a great performance over the whole nonlinear range
of operation. However, the schemes proved to be insufficient to overcome model
structural uncertainty, as introduced by a fluid viscosity disturbance. Therefore,
more sophisticated parameter estimation technique must be coupled to the SKF-
MPC strategies to overcome this issue.
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Chapter 5

Robust Multi-model State-space
MPC for Measurement and Model
Uncertainty

5.1 Introduction

This chapter presents amethodology to enhance the algorithmpresented inChap-
ter 4 in order to cope with model structural uncertainty in a Robust MPC scheme.
This is done by developing a parameter estimation strategy to estimate the viscos-
ity based on the output measurements. As in Chapter 4, all state measurements
are considered to be unavailable, so only the measurements of the outputs are
used in order to observe the states and the parameter values.

BINDER et al. (2015) introduce the problem of uncertainty in the flow ratemea-
surement and in viscosity and PI parameters. They propose a nonlinear MHE to
estimate these variables based on the measurements of the output variables and
the bottom hole and well pressures. However, the control performance coupled
with the proposed soft-sensor methodology is not presented. Hence, in this chap-
ter we propose a parameter estimation strategy based on the maximization of the
probability of occurrence of the linear model, using the parameter as a degree of
freedom, in a Kalman Filter scheme. A soft-sensor of the parameter is proposed
to be coupledwith a Kalman Filter to estimate the states and filter the outputmea-
surements, so that this information is used to select the proper linear model from
the interpolation strategy of the model net and the linear MPC is fed with the
model and the actual states in order to provide the control action.

The methodology presented in this chapter is able to produce a robust lin-
ear MPC that can deal with process nonlinearity, measurement uncertainty and
model structural uncertainty with no requirement of having a phenomenologi-
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cal modeling of the process. The methodology is an alternative to more complex
and CPU intensive algorithms such as NMPC, set-based estimation techniques
(GONÇALVES et al., 2016) or scenario tree estimation in a min-max apporach
(IVO, 2018).

5.2 Methodology

5.2.1 Model Scheduling Strategy

The strategy for model scheduling was the same as proposed in Chapter 4, but to
take the viscosity into account, the model net was expanded in the direction of
the viscosity. Figure 5.1 illustrates a 3-D net of linear models.
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Figure 5.1: Example of a 3-D net of linear models.

As in Chapter 4, each node of the 3-D model net represents a linear model ob-
tained for different operational points in different values of f , z and µ. The same
scheduling strategies are applied, here we will refer to these strategies, respec-
tively, as:

• SKF1-MPC: The approach making use of the homotopic interpolation to ob-
tain the linear model for the Kalman Filter and for the MPC.

• SKF2-MPC: The approach making use of the multivariable linear interpola-
tion to obtain the linear model for the Kalman Filter and for the MPC.

• EKF-MPC: The approachmakinguse of linearization around the operational
point, as presented in Appedix A, to obtain the linear model for the Kalman
Filter and for the MPC.
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More details about the formulation of the interpolations can be found in Sec-
tion 4.2.1.

5.2.2 Optimal Model Net Structure

To determine the optimal nodes of the model net in the dimension of the param-
eter, an extension of the structure obtained in Section 4.2.2 is proposed. So, from
the elected 2-D model net structure in Section 4.3.1, the net was expanded in the
direction of the parameter from two to six nodes. Let θ denotes the concatenation
of the model net nodes, such that θ = ( f̄ T, z̄T, µ̄T)T, the metric to determine the
optimal structure was the SSE from the nonlinear model and the response of the
model net. The optimal nodes for the parameter was obtained from the following
optimization problem:
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i ( f , z, µj)

yNL
i ( f , z, µj)

)2
∣∣∣∣∣∣

f=58,z=0.99

(5.1a)

s.t.

xL( f , z, µ) = (I − A( f , z, µ))−1B( f , z, µ)u (5.1b)

yL( f , z, µ) = C( f , z, µ)xL( f , z, µ) + D( f , z, µ)u (5.1c)

xNL( f , z, µ) = F( f , z, µ) (5.1d)

yNL( f , z, µ) = G(xNL, f , z, µ) (5.1e)

f̄ = [58.5, 51.12, 44.42, 38.42]T (5.1f)

z̄ = [0.89, 0.54, 0.34, 0.2, 0.08]T (5.1g)

35 ≤ f ≤ 60 (5.1h)

0 ≤ z ≤ 1 (5.1i)

0 ≤ µ ≤ 0.5 (5.1j)

inwhich, xL and yL are the static states and outputs from the linearization strategy,
xNL and yNL are the static states and outputs from the nonlinear model, denoted
by F and G.
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5.2.3 Parameter Estimation Strategy

The parameter estimation strategy proposed is based on a discrete multi-model
estimation technique presented in SIMON (2006). The main difference is that the
author presented a strategy for the case in which the parameter can only assume
some values in a limited scenario of possibilities. Here we present an extension
of that strategy for the case in which the parameter can assume any value in a
continuous bounded range.

The main idea is to maximize the probability of occurrence of the linear model
by having the parameter as a degree of freedom and giving that ameasurement of
the system is obtained for the previous sampling time. To begin the formulation,
one must remember the Bayes’ rule and some proprieties of probability:

Pr(x|y) = Pr(y|x)Pr(x)
Pr(y)

(5.2)

That is, the probability of occurrence of an event x given the fact that an event
y has occurred is equal to the probability of occurrence of an event y given the
fact that an event x has occurred times the probability of occurrence of an event
x over the probability of occurrence of an event y. If the event x can assume any
value value in a continuous bounded range (xi, xs), then the pdf of occurrence of
an event y can be written as:

pdf(y) =
∫ xs

xi

pdf(y|x)pdf(x)dx (5.3)

Since now we are dealing with continuous range, the probability of a single
value does not play any role, therefore the discussion is carried out in terms of a
probability density function (pdf). Hence, Equation 5.2 can be rewritten as:

pdf(x|y) = pdf(y|x)pdf(x)∫ xs

xi

pdf(y|x)pdf(x)dx
(5.4)

To put it in context, let q denotes the set of matrices that define the linear state-
space model (A, B, C, D, Q, R) that is a function of parameter µ, which can vary
in the range (µi, µs). Now, let the events be the occurrence of a model q(µ) giving
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the fact that a measurement yk is available, so the pdf can be written as:

pdf(q(µ)|yk) =
pdf(yk|q(µ))pdf(q(µ))∫ µs

µi

pdf(yk|q(µ))pdf(q(µ))dµ
(5.5)

Now, we shall discuss each element of Equation 5.5 in order to come to a final
formulation. If µ = µ̂, then q(µ) = q(µ̂) and a Kalman Filter can be carried out for
thismodel, if the estimation is accurate then the real state variable xk ≈ x̂−k and the
measured output will approximate the value predicted by the model yk ≈ Cx̂−k +

Duk + vk, so the pdf(yk|q(µ̂)) ≈ pdf(yk|x̂−k ) = pdf(yk − Cx̂−k − Duk) = pdf(rk).
Therefore, if wk, vk and x0 are Gaussian, then the filter residue, rk, is also Gaussian
and it can be showed that:

pdf(yk|q(µ̂)) =
exp(−rT

k S−1
k rk/2)

(2π)p/2|Sk|1/2
(5.6)

in which, p is the number of measured outputs and Sk is the covariance matrix of
the Kalman Filter.

Also from Bayes’ rule, one can write the pdf of q(µ) = q(µ̂) giving the fact that
the measurement of the previous sampling time, yk−1 is observed:

pdf(q(µ̂)|yk−1) =
pdf(yk−1|q(µ̂))pdf(q(µ̂))

pdf(yk−1)
(5.7)

Considering the fact that at a time k the measurement yk is already given, so
pdf(yk−1) = pdf(yk−1|q(µ̂)) = 1 and Equation 5.7 is reduced to:

pdf(q(µ̂)|yk−1) = pdf(q(µ̂)) (5.8)

Finally, Equation 5.5 can be modified, based on previous comments, to its final
form:

pdf(q(µ̂)|yk) =
pdf(yk|q(µ̂))pdf(q(µ̂)|yk−1)∫ µs

µi

pdf(yk|q(µ̂))pdf(q(µ̂)|yk−1)dµ
(5.9)

Equation 5.9 shows that it is possible to obtain the pdf of occurrence of the
model given the actual measurement by having the pdf of occurrence of the ac-
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tual measurement given the model, which can be calculated by Equation 5.6, and
the pdf of occurrence of the model given the last measurement. In order to enable
this calculation process, the pdf can be parameterized in order to pass the pdf from
an iteration to the next. Here, the assumption made is that the pdf of occurrence
of the model given the actual measurement is a Gaussian shaped distribution, so
in each sampling time, one must just estimate the mean and the variance of the
distribution to obtain the full pdf and pass them to the next iteration. In addition,
the mean is the most probable occurrence of the model in a Gaussian distribution,
and therefore the most probable value for the parameter can be obtained bymaxi-
mizing the pdf in Equation 5.9. TheGaussian shape distribution is an assumption,
but even if the real distribution is in fact Gaussian, the fact that the search space
is bounded creates non-modelled regions, in which there will be no distribution
at all, so the methods to obtain the mean and the variance of the pdf were esti-
mated by formulating two optimization problems. The mean is obtained by the
following:

µ̂k = arg max
µ̂

pdf(q(µ̂)|yk) (5.10a)

s.t. 0 ≤ µ̂ ≤ 0.5 (5.10b)

As in a Gaussian distribution three standard deviations from the mean corre-
sponds to an area of 49.86% of the area of the distribution, the following optimiza-
tion is proposed to obtain an auxiliary value of parameter that corresponds to the
area of three standard deviations:

µ̂aux
k = arg min

µ̂

(
0.4986−

∫ µ̂

µk

pdf(q(µ)|yk)dµ

)2

(5.11a)

s.t. 0 ≤ µ̂ ≤ 0.5 (5.11b)

After obtaining µ̂aux
k it is possible to model the distribution variance:

σ2
k =

(
α

µ̂aux
k − µ̂k

3

)2

(5.12)

in which, α is a scaling factor, settled to 2.5, in order not to let the variance be too
small so that the strategy cannot return from different values of the parameter
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after a long period of stability. With that said, it is possible to model the pdf of
the model given the measurement as a Gaussian distribution:

pdf(q(µ̂)|yk) = N (µ̂k, σ2
k ) (5.13)

5.2.4 MPC Implementation

The MPC strategy was implemented as an on-line nonlinear program (NLP),
solved by an interior-point solver, coupled with an observer to estimate the un-
measured states and a parameter estimation strategy to estimate the fluid viscos-
ity. This methodology is illustrated in Section 5.2.5. As in Chapter 4, the internal
model is a linear discrete state-space with an adaptive strategy based on the ma-
nipulated variables and parameter values at the beginning of the prediction hori-
zon. The control law is determined in a receding horizon manner by the solution
of the following optimization problem at each sampling time.

min
∆u

L

∑
i=1

∥∥yk+i − yrt
k+i
∥∥2

Wy
+

N

∑
i=0

[∥∥uk+i − urt
k+i
∥∥2

Wu
+ ‖∆uk+i‖2

W∆u

]
(5.14a)

s.t. ∀k ∈ [0, L], in which L is the prediction horizon

x(k + 1) = A(u(0), µ̂)x(k) + B(u(0), µ̂)u(k) (5.14b)

y(k) = C(u(0), µ̂)x̂(k) + D(u(0), µ̂)u(k) (5.14c)

x̂(k + 1) = A(u(0), µ̂)x(k + 1) + B(u(0), µ̂)u(k)+

K (ym(0)− C(u(0), µ̂)x(0)− D(u(0), µ̂)u(0)) (5.14d)

x(0) = x̂(0) (5.14e)

xlb ≤ x̂(k) ≤ xub (5.14f)

ulb ≤ u(k) ≤ uub (5.14g)

∆ulb ≤ ∆u(k) ≤ ∆uub (5.14h)

in which, µ̂ is the estimated value of the fluid viscosity by the estimator de-
scribed in Section 5.2.5. More information about the MPC implementation details
can be found in Appendix B and the observer theory is explored in Section 2.4.

Control objectives remain the same introduced in Chapter 3 and Chapter 4,
that consist in keeping ESP inlet pressure at a desirable setpoint within the mini-
mum pump power consumption. The objective priorities also remain the same, in
order from higher to lower priority, they are constraints satisfaction, intake pres-
sure setpoint tracking and pump power minimization.
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The cost functionweight matrices were selected properly to respect the control
priority, in which weights for inlet pressure and power are 400 and 0.02, respec-
tively, weights for inputs were set to zero and for the rate of change of inputs were
equal to 5 for pump frequency and 0.5 for choke opening. The sampling time, the
prediction horizon and the control horizonwere set at 1s, 100s and 5s, respectively.
It is important to note that internal models were modelled in a relative deviation
manner, as described in Appendix A, so the previous numbers are applied to the
normalized variables.

5.2.5 Algorithm Scheme

Appendix 5.2 illustrates the algorithm scheme of the proposed methodology.

Kalman Filter

Parameter
estimation

Switch Model

MPC

Nonlinear
Process

yk−1|k

yk|k

uk|k

qk|k

µk|k

x̂+k|kP+
k|k

x̂+k−1|k
P+

k−1|k

qk−1|k

σ2
k|k

µk−1|k

σ2
k−1|k

uk−1|k

Figure 5.2: Algorithm scheme of the parameter estimation coupled with the KF-
MPC

The iteration k begins with a Kalman Filter algorithm, making use of the infor-
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mation obtained in the previous iteration k− 1, they are the outputmeasurements,
yk−1|k, the a posteriori error covariance matrix, P+

k−1|k, the a posteriori state estimate,
x̂+k−1|k, and the linear model from the model switching strategy of the previous
iteration, qk−1|k, which in the SKF approaches are the interpolation strategies de-
scribed in Section 5.2.1. In the EKF approach, it is the classical linearization from
the nonlinear model around the operation point.

The Kalman Filter provides the actual a posteriori error covariance matrix, P+
k|k,

and the a posteriori state estimate, x̂+k|k, to the Parameter Estimation routine, which
solves the two optimization problems introduced in Section 5.2.5. This step as-
sumes that the pdf of occurrence of the internal model is a Gaussian-shaped dis-
tribution and uses the uncertain parameter as a degree of freedom in order to
obtain the parameter value in which the pdf reaches its maximum, which is in the
average value, µk|k. To do so, the routine receives the mean, µk−1|k, and covari-
ance, σ2

k−1|k, estimated in the previous iteration and provides parameter value to
the model switching strategy.

In theModel Switching block, the internalmodel is obtained byusing the infor-
mation of the inputs from the previous iteration, uk−1|k, and the parameter which
has been estimated in order to provide the set of matrices that define the linear
model, here denoted by qk|k, to the MPC scheme. This block makes use of two
strategies depending on the approach, the proposed interpolations betweenmod-
els obtained in different points of operation, these strategies are being called as
SKF, and the successive linearization from the nonlinear model, which is a consol-
idated technique that is being used in order to validate the proposed interpolation
strategy, here mentioned as EKF.

The MPC routine runs the optimization problem, described in Section 5.2.4,
in a receding horizon manner making use of the linear model provided by the
switching model strategy in order to provide the control law, uk|k, to be imple-
mented in the system. More details about the MPC algorithm can be found in
Appendix B. After implementing the control law in the nonlinear system, a new
measurement is available and the algorithm returns to its initial point.

5.2.6 Control and Parameter Estimation Performance

The control performance is evaluated, as in Chapter 4, by two setpoint tracking
problems subjected to the two proposed SKF coupled with MPC schemes and
compared to the classical EKF-MPC. The first test is a low to high intake pressure,
from 5.7 MPa to 8.1 MPa, and the second one is a high to low intake pressure,
from 9 MPa to 5.7 MPa. These tests force the system from a situation of high choke
valve opening to a low choke valve opening and from a low choke valve opening
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to a high choke valve opening, passing through the whole nonlinear region of the
operational range. So the performance of the adaptive scheme can be validated
while the parameter is being estimated. In these tests, as the focus is to test the
control performance, it is supposed that the parameter estimator starts from the
real value of the system.

In order to make these transitions softened the same step regularization func-
tion of Section 4.2.4 was used. The setpoint of the pump power was kept lower
than a realizable value, in order to guarantee the minimum power consumption
in the operation.

Two test were carried out in order to test the parameter estimation perfor-
mance. The first one initiates the algorithm from a distant value of the parameter
to check if it is able to drive the estimated value to the real one. To do so, the
initial estimated value of the parameter is 0.01 Pa · s, which is very distant from
the actual system value, 0.15 Pa · s. The second one is a disturbance in the vis-
cosity due to the increase of watercut in the produced oil. This disturbance was
introduced by KRISHNAMOORTHY et al. (2016) and consists of the continuous
increase of the water-cut in the flow, forming an emulsion due to the mixing of
water and oil. The formation of the emulsion is responsible for an exponential
growth in viscosity until almost 4 times the initial viscosity of the oil in a period
of 70 seconds. While the watercut increases and the viscosity reaches its critical
point, the emulsion breaks down in an inversion point in which the viscosity of
the fluid suddenly decreases to the water viscosity. Figure 5.3 illustrates the dis-
turbance introduced by KRISHNAMOORTHY et al. (2016), however in a smaller
time scale.

0 50 100 150

time (s)

0

0.2

0.4

 (
P

a
.s

)

Figure 5.3: Viscosity disturbance as the watercut in the flow increases.

5.3 Results and Discussion

In this section, we compare both proposed interpolation strategies with the suc-
cessive linearization in the algorithm scheme proposed in Section 5.2.
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5.3.1 Optimal Model Net Structure

The optimal nodes for µ in the expansion of the 2-D, 4 by 5 net proposed in Section
4.3.1, as it grows in size from 2 to 6 nodes as a result of the optimization problem
described in Section 5.2.2, can be visualized in Table 5.1.

Table 5.1: Optimal µ nodes for different net sizes from the 4 by 5 net selected in
Chapter 4.

Nodes
Size µn

2 [0.307, 0.024]T

3 [0.401, 0.128, 0.019]T

4 [0.416, 0.151, 0.026, 0.002]T

5 [0.458, 0.231, 0.089, 0.021, 0.001]T

6 [0.478, 0.286, 0.161, 0.071, 0.026, 0.0016]T

The results of the optimal nodes in the direction of µ seam very reasonably in
the sense that the more concentrated number of point is in the region of higher
gain, that is the lower viscosity values, as shown in Figure 5.4.

Table 5.2 shows the SSE between the static responses from the nonlinearmodel
and from the interpolation strategy while each input is varied. As one can see,
the overall SSE decreases while the size of the model net increases. However, as
pointed out in Chapter 4, the increase of the model net comes with the drawback
of increasing the number of models that has to be obtained. In the context of
the parameter, this is even more dramatic as each node increased requires the
number of models in the inputs net to be added. For instance, as the input net
is 4 by 5, it has 20 models, so each node in the parameter direction increases 20
more models to the net. And, as one can see in Table 5.2, the increase in number
of nodes enhances the model net accuracy to the nonlinear model. Therefore, a
limited size must be arbitrarily imposed in order to avoid an unpractical number
of models to be obtained. Here, we will consider the model size of 6 nodes in the
parameter dimension.
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Table 5.2: SSE for different net size from the 4 by 5 net selected in Chapter 4.

pp,in P
Size f z µ f z µ

2 3.48E+11 7.02E+10 3.57E+12 3.64E+07 2.44E+07 1.60E+08
3 3.06E+11 1.40E+11 1.17E+12 4.39E+07 2.92E+07 5.89E+07
4 3.26E+11 8.09E+10 5.15E+11 3.70E+07 2.53E+07 4.55E+07
5 3.24E+11 8.20E+10 2.11E+11 3.74E+07 2.54E+07 2.84E+07
6 3.38E+11 7.48E+10 1.43E+11 3.63E+07 2.48E+07 2.26E+07

Figure 5.4 shows the static responses of the nonlinear model, compared to the
model net interpolation strategy and the successive linearization as the inputs and
the viscosity varies. As one can see, both interpolation strategy and successive
linearization produced a very accurate profile compared to the nonlinear system.
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Figure 5.4: Static outputs versus inputs: (a) pp,in versus z; (b) pp,in versus f ; (c) P
versus z; (d) P versus f . ( ) nonlinear model response, ( ) 4 by 5 by 6

interpolation response, ( ) successive linearization response.

Figure 5.5 shows the eigenvalues of themodels resulting from the interpolation
strategy and from the nonlinear model as f varies from the lower bound to the
upper bound of the operational range.
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Figure 5.5: Internal model stability analysis over the range of f . ( ) unit circle,
(◦ ◦ ◦) scheduled eigenvalues, (∗ ∗ ∗) nonlinear eigenvalues.

Figure 5.6 shows the eigenvalues of themodels resulting from the interpolation
strategy and from the nonlinear model as z varies from the lower bound to the
upper bound of the operational range.
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Figure 5.6: Internal model stability analysis over the range of z. ( ) unit circle,
(◦ ◦ ◦) scheduled eigenvalues, (∗ ∗ ∗) nonlinear eigenvalues.

Figure 5.7 shows the eigenvalues of themodels resulting from the interpolation
strategy and from the nonlinear model as µ varies from the lower bound to the
upper bound of the operational range.
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Figure 5.7: Internal model stability analysis over the range of µ. ( ) unit circle,
(◦ ◦ ◦) scheduled eigenvalues, (∗ ∗ ∗) nonlinear eigenvalues.

In addition, no model resulting from the model net interpolation strategy pre-
sented unstable dynamics, as one can see in Figures 5.5, 5.6 and 5.7. On the con-
trary, these figures show that the eigenvalues of the nonlinear model match the
model net interpolation strategies and none remained outside the unit circle. It is
noteworthy that both interpolation strategies resulted in the same results previ-
ously labeled as "model net interpolation strategy".

5.3.2 State Estimation Performance

To evaluate the state estimation performance, all state variables were considered
to be unavailable and a setpoint change in inlet pressure from a baseline to an
upper baseline and then to a lower baseline was assumed. In addition, the initial
viscosity value were considered to be known.

Figure 5.8 showd the output variables. One can see that all the strategies pro-
duced a similar trajectory, validating the interpolation strategies as an alternatives
to the traditional successive linearization strategy. It is important to highlight that
there is a slight difference in the response of the SKF1-MPC and the SKF2-MPC.
Also, there is a small disturbance in the power consumption around 125 seconds,
that might be explained by Figures 5.8, 5.9, 5.10 and 5.11, specially the inputs and
the estimated viscosity.
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Figure 5.8: Outputs - filter performance test: (a) pp,in; (b) P. ( ) reference
trajectory, ( M ) SKF1-MPC real system trajectory, ( O ) SKF1-MPC estimated
trajectory, ( ) SKF2-MPC real system trajectory, ( ) SKF2-MPC estimated
trajectory, ( ) EKF-MPC real system trajectory, ( ) EKF-MPC estimated

trajectory.

Figure 5.9 shows the result of the parameter estimation strategy, it can be no-
ticed that the algorithm was successful for all approaches. The fact that the esti-
mated value does not stabilize in a single value, instead it remains around the real
values, might be explained due to the fact that the viscosity is a degree of freedom
to shape the most probable model, so other model uncertainties might be added
to the parameter value.
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Figure 5.9: Viscosity - filter performance test. ( ) real system trajectory,
( O ) SKF1-MPC estimated trajectory, ( ) SKF2-MPC estimated trajectory,

( ) EKF-MPC real system trajectory

Figure 5.10 shows the input values. It can be observed that in the choke valve
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opening around the second 125 there is an undesirable oscillation in the approach
SKF1-MPC in a region that it should not occur. That may be explained by bad
tuning of the MPC or the Kalman Filter matrices, since all approaches presented
an oscillatory behavior, but it was more aggressive in the SKF1-MPC and in the
SKF2-MPC.
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Figure 5.10: Inputs - filter performance test: (a) f ; (b) z. ( M ) SKF1-MPC
trajectory, ( ) SKF2-MPC trajectory, ( ) EKF-MPC trajectory.

Figure 5.11 shows the state variables. It can be verified that all approaches
presented a very good state estimation resulting from the good accuracy of the
linear model selected in each time instant. For the well head pressure we can
observe a strong oscillatory response that is a result of the choke opening and the
estimated viscosity.
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Figure 5.11: States - filter performance test: (a) pbh; (b) pwh; (c) q. ( ) reference
trajectory, ( M ) SKF1-MPC real system trajectory, ( O ) SKF1-MPC estimated
trajectory, ( ) SKF2-MPC real system trajectory, ( ) SKF2-MPC estimated
trajectory, ( ) EKF-MPC real system trajectory, ( ) EKF-MPC estimated

trajectory.

5.3.3 Control Performance

This section presents the results related to the validation of the control perfor-
mance in the scheme in which the Parameter Estimation Algorithm is responsible
to estimate the parameter value that is used, together with the input variables, to
select the most probable model to take place in the linear MPC coupled with a
Kalman Filter.

Figures 5.12, 5.13, 5.14 and 5.15 are related to the setpoint change test from a
low to high intake pressure aiming to force the system through the whole nonlin-
ear region of choke opening in the direction of a high to a low choke opening.

Figure 5.12 shows the trajectory of the output variables. Its is possible to see
that all approaches presented a soft transition in the intake pressure trajectory,
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with an accurate estimation of the real value of the variable with no offset in the
low neither in the high pressure regions. The same is observed in the pumppower
consumption, except for an oscillatory moment after the high intake pressure sta-
bilization. That might be explained due to an oscillatory behaviour in pump fre-
quency as can be observed in Figure 5.14. This issue might be tackled by fine
adjustment in MPC and KF tuning.

time (s)

0 10 20 30 40 50 60 70 80

p
p
,i
n
 (

P
a
)

×106

4

6

8

10
(a)

time (s)

0 10 20 30 40 50 60 70 80

P
 (

W
)

×105

0

1

2
(b)

Figure 5.12: Outputs - control performance test - high to low intake pressure
setpoint change: (a) pp,in; (b) P. ( ) reference trajectory, ( M ) SKF1-MPC real
system trajectory, ( O ) SKF1-MPC estimated trajectory, ( ) SKF2-MPC real
system trajectory, ( ) SKF2-MPC estimated trajectory, ( ) EKF-MPC real

system trajectory, ( ) EKF-MPC estimated trajectory.

Figure 5.13 depicts the estimated viscosity. The three approaches started from
the real value of the parameter, 0.150 Pa · s, and presented an accurate perfor-
mance in the region of low intake pressure setpoint. However, in the transition
of setpoints and even a bit longer after the high intake pressure stabilization it
is possible to see an oscillatory behaviour with different dynamics, even for the
two interpolation approaches, SKF1-MPC and SKF2-MPC. This differencewas not
observed in the results of Chapter 4 and it is important to highlight that, after
the transition period, both strategies converged to the same profile of estimation.
However, differently from what was observed in the EKF-MPC approach, this
profile presented a considerable offset between the estimated and the real value.
Moreover, the SKF1-MPC responds more aggressively than the SKF2-MPC, this
behaviour will be also observed in the next results.
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Figure 5.13: Viscosity - control performance test - high to low intake pressure
setpoint change. ( ) real system trajectory, ( O ) SKF1-MPC estimated

trajectory, ( ) SKF2-MPC estimated trajectory, ( ) EKF-MPC real system
trajectory

Input variables are illustrated in Figure 5.14. The oscillatory behaviour can be
observed in both variables after the high intake pressure setpoint stabilization.
However, it is more evident in pump frequency, what has a direct effect in pump
power consumption. Although the three approaches present slightly different dy-
namics, their overall behaviour and static stabilization values are the same.
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Figure 5.14: Inputs - control performance test - high to low intake pressure
setpoint change: (a) f ; (b) z. ( M ) SKF1-MPC trajectory, ( ) SKF2-MPC

trajectory, ( ) EKF-MPC trajectory.

The state variables are presented in Figure 5.15. The same similar overall be-
haviour is observed in the three approaches. The most evident differences can
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be observed in the well head pressure, both interpolation approaches have left a
small offset after the high intake pressure setpoint stabilization. In addition, the
SKF2-MPC approach presented the less aggressive behaviour.
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Figure 5.15: States - control performance test - high to low intake pressure
setpoint change: (a) pbh; (b) pwh; (c) q. ( ) reference trajectory,

( M ) SKF1-MPC real system trajectory, ( O ) SKF1-MPC estimated trajectory,
( ) SKF2-MPC real system trajectory, ( ) SKF2-MPC estimated trajectory,
( ) EKF-MPC real system trajectory, ( ) EKF-MPC estimated trajectory.

Figures 5.16, 5.17, 5.18 and 5.19 are related to the setpoint change test from a
high to low intake pressure aiming to force the system through the whole nonlin-
ear region of choke opening in the direction of a low to a high choke opening.

Figure 5.16 shows the trajectory of the output variables. Its is possible to see
that all approaches presented a soft transition in the intake pressure trajectory,
with an accurate estimation of the real value of the variable with no offset in the
high neither in the low pressure regions, as in the previous test. The same is
observed in the pump power consumption, it is important to note that for this test
this variable did not present an oscillatory behaviour, as observed in the previous
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Figure 5.16: Outputs - control performance test - low to high intake pressure
setpoint change: (a) pp,in; (b) P. ( ) reference trajectory, ( M ) SKF1-MPC real
system trajectory, ( O ) SKF1-MPC estimated trajectory, ( ) SKF2-MPC real
system trajectory, ( ) SKF2-MPC estimated trajectory, ( ) EKF-MPC real

system trajectory, ( ) EKF-MPC estimated trajectory.

The estimated viscosity can be observed in Figure 5.17. The three approaches
started from the real value of the parameter, 0.150 Pa · s, and presented an accurate
performance in the region of low intake pressure setpoint. However, in the tran-
sition region and in the high intake pressure setpoint, all approaches struggled
to find an estimated viscosity near to the real value. The EKF-MPC presented the
best response, in spite of the oscillatory behaviour, it presented a mean value near
to the real and the picks tended to decrease. On the other hand, both interpolation
strategies failed to find and accurate value of the parameter. However, that have
not reflected in the state estimation performance, leading to the conclusion that
there are more uncertainties in the region of high intake pressure for the interpo-
lation in the net of linear models. Hence, the parameter value is used to find the
most probable model so that the estimated states and outputs can be trusted, but
it does not reflect the same trust in the estimated parameter value.
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Figure 5.17: Viscosity - control performance test - low to high intake pressure
setpoint change. ( ) real system trajectory, ( O ) SKF1-MPC estimated

trajectory, ( ) SKF2-MPC estimated trajectory, ( ) EKF-MPC real system
trajectory

Input variables are illustrated in Figure 5.18. A small oscillatory behaviour
can be observed in both variables after the low intake pressure setpoint stabiliza-
tion. However, it was more evident in the choke opening for the interpolation
approaches. Although the three approaches present slightly different dynamics,
their overall behaviour and static stabilization values are the same.
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Figure 5.18: Inputs - control performance test - low to high intake pressure
setpoint change: (a) f ; (b) z. ( M ) SKF1-MPC trajectory, ( ) SKF2-MPC

trajectory, ( ) EKF-MPC trajectory.

The state variables are presented in Figure 5.19. The same similar overall be-
haviour is observed in the three approaches. The most evident differences can
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be observed in the well head pressure, both interpolation approaches have left
a small offset in the region of high intake pressure setpoint. That result can be
explained for the greater uncertainties in this region.
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Figure 5.19: States - control performance test - low to high intake pressure
setpoint change: (a) pbh; (b) pwh; (c) q. ( ) reference trajectory,

( M ) SKF1-MPC real system trajectory, ( O ) SKF1-MPC estimated trajectory,
( ) SKF2-MPC real system trajectory, ( ) SKF2-MPC estimated trajectory,
( ) EKF-MPC real system trajectory, ( ) EKF-MPC estimated trajectory.

5.3.4 Parameter Estimation Performance

The first Parameter Estimation Performance test consisted in a stable operation
with constant intake pressure setpoint and unknown starting viscosity value. Fig-
ure 5.20 illustrates the outputs in this test, it is possible to see that all approaches
presented a high quality state estimation performance and stable control perfor-
mance.
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Figure 5.20: Outputs - viscosity estimation performance test from unknown
initial value: (a) pp,in; (b) P. ( ) reference trajectory, ( M ) SKF1-MPC real
system trajectory, ( O ) SKF1-MPC estimated trajectory, ( ) SKF2-MPC real
system trajectory, ( ) SKF2-MPC estimated trajectory, ( ) EKF-MPC real

system trajectory, ( ) EKF-MPC estimated trajectory.

Figure 5.21 shows the parameter estimation trajectory, from a wrong initial
guess of 0.01 Pa · s to the real value of the system of 0.15 Pa · s. All approaches
were able to estimate the real value of the viscosity. The SKF2-MPCwas the fastest
one, while The EKF-MPC was the slowest.
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Figure 5.21: Viscosity - viscosity estimation performance test from unknown
initial value. ( ) real system trajectory, ( O ) SKF1-MPC estimated trajectory,
( ) SKF2-MPC estimated trajectory, ( ) EKF-MPC estimated trajectory

The manipulated variables trajectories can be visualized in Figure 5.22. The
pump frequency presented a stable value, but the choke opening presented a
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slightly aggressive behaviour, exhibiting oscillatory modules. The both interpo-
lation approaches, SKF1-MPC and SKF2-MPC, showing a similar behaviour in
terms of aggressiveness, while the EKF-MPC was a little more aggressive, dis-
playing higher values of the peak of the oscillations.
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Figure 5.22: Inputs - viscosity estimation performance test from unknown initial
value: (a) f ; (b) z. ( M ) SKF1-MPC trajectory, ( ) SKF2-MPC trajectory,

( ) EKF-MPC trajectory.

The states trajectories can be visualized in Figure 5.23. Its is possible to realize
that all approaches presented a high quality state estimation, keeping all variables
in a stable behaviour andwithout leaving offset between the real system trajectory
and the estimated trajectory.

The next figures present the result of the real disturbance in the viscosity as
described in Section 5.2.6. Similarly good performances were obtained for all ap-
proaches while estimating the viscosity during the MPC algorithm. These results
prove the robustness of the proposed methodology to measurement and model
structural uncertainties.
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Figure 5.23: States - viscosity estimation performance test from unknown initial
value: (a) pbh; (b) pwh; (c) q. ( ) reference trajectory, ( M ) SKF1-MPC real
system trajectory, ( O ) SKF1-MPC estimated trajectory, ( ) SKF2-MPC real
system trajectory, ( ) SKF2-MPC estimated trajectory, ( ) EKF-MPC real

system trajectory, ( ) EKF-MPC estimated trajectory.

Figure 5.24 shows the output trajectories. All approaches were able to keep
the intake pressure in the desired setpoint in the whole dynamics due to the vis-
cosity increase and its subsequent decrease decrease. It is important to highlight
that around the second 90, all the real system trajectories present a valley due to
delay in the viscosity estimation. In Figure 5.25 it is possible to see that there is
a delay in the viscosity estimation, during this delay the real system viscosity is
0.001 Pa · s while the estimator has not detected this decrease yet, so the state esti-
mation fails to capture the real system trajectory and theMPCdoes not realize this
sudden change. However, as soon as the estimator is able to update the viscosity
estimation and reach the real value of the system, the state estimator captures the
real system trajectory and the MPC is able to drive the system back to the intake
pressure setpoint.
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Figure 5.24: Outputs - viscosity estimation performance test for viscosity
disturbance: (a) pp,in; (b) P. ( ) reference trajectory, ( M ) SKF1-MPC real
system trajectory, ( O ) SKF1-MPC estimated trajectory, ( ) SKF2-MPC real
system trajectory, ( ) SKF2-MPC estimated trajectory, ( ) EKF-MPC real

system trajectory, ( ) EKF-MPC estimated trajectory.
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Figure 5.25: Viscosity - viscosity estimation performance test for viscosity
disturbance. ( ) real system trajectory, ( O ) SKF1-MPC estimated trajectory,
( ) SKF2-MPC estimated trajectory, ( ) EKF-MPC estimated trajectory.

It can also be seen Figure 5.24 that the pump power consumption decreases
with the viscosity, that is because the decrease in viscosity produces a decrease in
pump frequency, what can be observed in Figure 5.26. It is also noteworthy that
the approach EKF-MPC presented an oscillatory behaviour with respect to the
pump frequency after the emulsion collapse, that can be improved with better
tuning. Additionally, during the whole operation, the choke opening presented
some undesired oscillations that might be overcome with tuning improvement.
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Figure 5.26: Inputs - viscosity estimation performance test for viscosity
disturbance: (a) f ; (b) z. ( M ) SKF1-MPC trajectory, ( ) SKF2-MPC trajectory,

( ) EKF-MPC trajectory.

The states trajectory can be visualized in Figure 5.27. The same estimation
problem previously reported in the time instant of 90 seconds occurs for the three
states due to the delay in the parameter estimation in all approaches. The un-
desired oscillations in the choke opening reflect in the behavior of the well head
pressure, so oscillations in this variables are observed in the same periods that
oscillation occurs in the choke opening. In the EKF-MPC, after the collapse of the
emulsion and abrupt decrease of the fluid viscosity, an oscillatory behavior in the
pump frequency appeared, as already pointed out. This behavior is responsible
for the same profile in the fluid flow rate. Above all, all the approaches presented
a great performance during the disturbance evaluation, not only from the state
and parameter estimation point of view, but also from the control point of view.
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Figure 5.27: States - viscosity estimation performance test for viscosity
disturbance: (a) pbh; (b) pwh; (c) q. ( ) reference trajectory,

( M ) SKF1-MPC real system trajectory, ( O ) SKF1-MPC estimated trajectory,
( ) SKF2-MPC real system trajectory, ( ) SKF2-MPC estimated trajectory,
( ) EKF-MPC real system trajectory, ( ) EKF-MPC estimated trajectory.

5.4 Variance Scaling Factor

The propose of the variance scaling factor, introduced in Section 5.2.3, is not to let
the fitted normal distribution bell to close, leading the distribution to approximate
to an impulse. After a period of satisfactory performance, the variance would of
the pdf would decrease due to the coincidence of the estimated and the real value.
If a disturbance is subjected to the real parameter in this condition, the algorithm
would not be able to correctly estimate the parameter. Therefore, the scaling factor
is proposed to overcome this issue.

In the results previously presented, the scaling factor was set to 2.5. In this
section we show the effect of three values, 1, 2.5 and 5, in the EKF-MPC scheme
as shown in Figure 5.28.
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Figure 5.28: Viscosity for different variance scaling factors in the EKF-MPC
scheme. ( ) real system trajectory, ( ) α = 1 estimated trajectory, ( )

α = 2.5 estimated trajectory, ( ) α = 5 estimated trajectory.

The variance for each scaling factor value can be visualized in Figure 5.29. For
the case in which α = 1 the parameter is poorly estimated due to the low esti-
mated variance and the fact that after the sudden decrease of the viscosity, the
variance goes to zero and the algorithm is not able to estimate the real value of
the parameter. On the other hand, for cases α = 2.5 and α = 5 the parameter
is satisfactorily estimated due to greater value of the variance. So, α = 2.5 was
chosen to be applied because the case in which α = 5 presented higher noise.
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Figure 5.29: Estimated variance for different variance scaling factors in the
EKF-MPC scheme. ( ) α = 1, ( ) α = 2.5, ( ) α = 5.

5.5 Conclusions

This chapter presents a methodology that fulfills all objectives of the present dis-
sertation. Two proposed interpolations between a set of linear models previously
obtained by linearization or identification proved to be as efficient as the classical
successive linearization in order to deal with system nonlinearities in an adap-
tive linear MPC scheme. An adaptive linear Kalman filter is proposed, using the
same interpolation strategies, in order to overcomemeasurement uncertainties for
a white, unbiased and normally distributed noise. The estimation strategy proved
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to be as efficient as the classic EKF scheme, in which successive linearization takes
place, even in a situation of loss of all state variables measurements. Finally, an
online parameter estimation algorithm based on the maximization of the proba-
bility of occurrence of the linear model given the measurement of previous sam-
pling instant is proposed in order to deal withmodel structural uncertainties. The
technique is an extension of the multi-model scenario-based estimation for a con-
tinuous set of models. The proposed methodology was tested in the ESP system,
considering all state measurements to be unavailable and the viscosity as the pa-
rameter to be estimated. The proposed algorithm showed a similar control and
state estimation performance to the one from Chapter 4, which does not contem-
plate the online parameter estimation strategy. In addition, it proved to be robust
to inaccurate initial guess of the parameter and to disturbances in the parameter.

All the three approaches proved to be suitable in the proposed algorithm,
despite some tuning improvements expected to improve control aggressiveness.
The SKFs have the advantage of not requiring an available nonlinear model as
the linear model net could be obtained from data information and identification
techniques. The viscosity estimation has presented a great overall performance.
However, in regions of high intake pressure setpoint, the estimated viscosity value
does not reflect the real value. That can be explained by higher model uncertain-
ties in this region that mislead the estimated viscosity value in order to reach a
trustworthy state estimation. This result comes from the fact that the parameter
estimation strategy uses the viscosity as a degree of freedom to select the most
probable model for the best Kalman Filter performance. Finally, it is important to
point out that the proper tuning is a challenge in this kind of algorithm as there
are several tuning matrices and values to be arbitrated.

99



Chapter 6

Final Remarks

6.1 Developments Overview

In the introduction of this document we pointed the main motivations to develop
a sophisticated automatic control for ESPs systems. Among them, one can high-
light:

• Large number of operating parameters to be monitored;

• Need for ensuring operation within constraints;

• Keeping optimal and stable operation;

• Most ESPs failures are caused by manual operation;

• An ESP failure can result in a multimillion-dollar losses due to maintenance
and loss of production;

PAVLOV et al. (2014) point out the main control targets for the ESP opera-
tion, they are keeping pump inlet pressure in a desired setpoint while minimizing
power consumption, this way it is possible to control well flow rate in the optimal
energy cost. In addition, they discriminate all operational constraints that must
be satisfied in order to guarantee safe operation. Apart from these aspects, sev-
eral other challenges are naturally imposed to the ESP system, in this work we
proposed to focus our efforts in:

• nonlinearities due to process input variables and parameters;

• loss of instrumentation due to extreme subsea environment;

• measurement uncertainty;

• model structural uncertainty.
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When using linear MPC for controlling nonlinear processes, one must ensure
that the linear models sufficiently captures the system response over a broad op-
erating range.

In chapter 3 we extend the work of PAVLOV et al. (2014), BINDER et al. (2014)
and KRISHNAMOORTHY et al. (2016) by considering a linear MPC with model
adaptation accounting for process nonlinearity. Two linear models were devel-
oped, one for operations with large valve openings (low gain) and the other for
small valve openings (high gain). It is shown that both models do not work well
for the opposite situation of valve opening that they were designed for, therefore,
an adaptive strategy was proposed. Moreover, the final MPC strategy had its per-
formance tested within servo and regulatory control approaches resulting in a
broader range of operation.

In chapter 4, the problem of measurement uncertainty and instrumentation
loss are addressed. For that, a robust adaptive MPC coupled with Kalman filter
is proposed and three adaptive approaches are compared. It is shown that for a
situation of loss of measurement of the state variables, a single internal model,
such as proposed by KRISHNAMOORTHY et al. (2016), or a simple scheduling
strategy, such as the one proposed in chapter 3, are not enough to the accurate
state estimation, resulting in a large offset in the inlet pressure estimation. Two
scheduling strategies based on interpolation approaches of a net of linear mod-
els are proposed and compared to the classical successive linearization strategy.
The proposed scheduling strategies presented a similar performance compared to
the successive linearization strategy, avoiding the need of obtaining a local linear
model at each sampling time by interpolating among a number of linear models
previously obtained by identification instead. Moreover, the state estimation per-
formance was very efficient for the situation of loss of all state measurements in
all three scheduling approaches.

Finally, in chapter 5, the problem of model structural uncertainty is tackled
by proposing an algorithm to estimate the viscosity of the oil by using it as a de-
gree of freedom to find the most probable linear model to occur in a Kalman Fil-
ter scheme. The proposed parameter estimation strategy served as a soft-sensor
of the viscosity value for operation with mild intake pressure, as for high intake
pressure the model uncertainties were high enough to distrust the viscosity value
in detriment of high quality model for an accurate state estimation. In addition,
an algorithm is proposed coupling the parameter estimation, the switchingmodel
strategy based on the model net previously obtained, the Kalman Filter for state
estimating and, finally, the MPC algorithm to find the control action. Hence, the
three main challenges proposed were overcome, which are system nonlinearities,
measurement and model structural uncertainties.
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6.2 Work Contributions

In the time of conclusion of this work, it was found in the literature any work
of adaptive MPC applied to ESP systems. In addition, although interpolation in a
linear model net applied tomodel scheduling in aMPC is not a new idea, nowork
was found using this strategy in a MPC coupled with a KF to select the internal
model of both strategies. To conclude, the proposedparameter estimation strategy
is an extension of the multi-model Kalman Filter presented by SIMON (2006), for
the case of a continuous set of linear models. The resulted robust adaptive MPC
algorithm coupled with the state and parameter estimator is a new approach to
avoid the min-max problem in the robust MPC context and it is the main contri-
bution of the present work.

6.3 Future Work

This work presents a dual facet in terms of application and methodology. Both
sides can be exploited in deeper developments in order to tackle still openmatters
to result in a trusted, stable and robust methodology for a wide set of scenarios.

In terms of application, the presented discussions can be used as basis formore
developments, such as:

• Increase the model net to cope with measured disturbances, such as pm, and
unmeasured disturbances, such as fluidwatercut and reservoir productivity
index;

• Enhance the process model to cope with several wells working at the same
time with multiple ESPs feeding the same manifold, a very common config-
uration of the production system;

• Apply this modelling approach in real systems with real data, so that more
sophisticated data-driven strategies can be applied to increase the perfor-
mance of the control strategy.

• Test the estimation performance for the loss of output measurements;

• Couple an input observer for the case of loss or mistrust in the input signals;

• Impose safety constraints for pump operation based on efficiency curves.

In terms of methodology, some open matters to the development of the pro-
posed algorithm can be cited:
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• Capability to deal with non-Gaussian noise in the measurements;

• Proof of guaranteed stability of the MPC with the scheduling strategy;

• Evaluate and enhance the estimation over biased measurements;

• Test the methodology in more complex system to stress it in terms of more
complex dynamics behavior, such as dead time, inverse responses and gain
inversion;

• Compare the proposed parameter estimation algorithm with more conven-
tional ones based on Kalman Filter, such as the incorporation of the param-
eters in the state vector and considering them to have null dynamics;

• Perform comparison test with more established parameter estimation meth-
ods such as set-based estimation or scenario-tree in nonlinear schemes,
which can be more reliable, but also more costly than the proposed ap-
proach.

Considering the high number of deepwater reservoirs in Brazil, the crescent
trend of ESP use in oil production and a favorable environment for cooperative
research between companies and universities, the application field of research in
ESP systems is a fertile soil for technology and innovation advances in the coun-
try’s research production for the near future.
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Appendix A

System Linearization Strategy

The linearization strategy followed the Taylor’s expansion method truncated in
the first order element. So the linear system can be written in the followingmatrix
form:

dx(t)
dt

= Ax(t) + Bu(t)

y(t) = Cx(t) + Du(t)
(A.1)

In which, x, u and y are respectively state, input and output variables in a
reference state deviation notation.

x =

 pbh − p∗bh
pwh − p∗wh

q− q∗

 (A.2)

u =

(
f − f ∗

z− z∗

)
(A.3)

y =

(
pp,in − p∗p,in

P− P∗

)
(A.4)

Let dx(t)/dt be represented by a function of x and u, such as:

dx(t)
dt

= F(x, u) (A.5)
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The elements of matrices A, B, C and D can be calculated by the analytical
derivatives of F and y over x and u:

ai,j =
∂Fi

∂xj

∣∣∣
x∗,u∗

, bi,j =
∂Fi

∂uj

∣∣∣
x∗,u∗

, ci,j =
∂yi

∂xj

∣∣∣
x∗,u∗

and di,j =
∂yi

∂uj

∣∣∣
x∗,u∗

(A.6)

The elements of the Jacobian matrix, A, are:

a1,1 =− β1

V1
PI

a1,2 = 0

a1,3 =− β1

V1

a2,1 = 0

a2,2 =− β2

V2

(
Cc z∗

2
1√

p∗wh − p∗m

)

a2,3 =
β2

V2

a3,1 =
1
M

a3,2 =− 1
M

a3,3 =− F1
' − F2

'

M
+

ρgCH

M

(
f ∗

f 0

)2(
C1,H0 + 2 C2,H0 q∗

f ∗

Cq f0

)
f ∗

Cq f0

(A.7)

The elements of matrix B are:

b1,1 = 0

b1,2 = 0

b2,1 = 0

b2,2 =− β2

V2
Cc

√
p∗wh − p∗m

b3,1 =
1
M

b3,2 =− 1
M

(A.8)
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The elements of matrix C are:

c1,1 = 1

c1,2 = 0

c1,3 = F1
'

c2,1 = 0

c2,2 = 0

c2,3 = CP

(
f ∗

f0

)3
[

C1,P0 + 2 C2,P0
q∗ f ∗

Cq f0
+ 3 C3,P0

(
q∗ f ∗

Cq f0

)2
]

f ∗

Cq f0

(A.9)

Finally, the elements of matrix D are:

d1,1 = 0

d1,2 = 0

d2,1 = CP

[(
f ∗

f0

)3
(

C1,P0 + 2 C2,P0
q∗ f ∗

Cq f0
+ 3 C3,P0

(
q∗ f ∗

Cq f0

)2
)]

d2,2 = 0

(A.10)

in which,

Fi
' = 0.158

2ρLiq∗

Di A2
i

(
µ

ρDiq∗

)1/4

+

0.158
1
4

ρLiq∗2

Di A2
i

(
µ

ρDiq∗

)−3/4( −µ

ρDiq∗2

)
, i = 1, 2

(A.11)

It is noteworthy that a relative deviation approach enhances the controllability
of the system. This is a normalization strategy to deal with different order of
magnitude of the variables. The system notation adopting the relative deviation
is:

dz(t)
dt

= Âz(t) + B̂v(t)

w(t) = Ĉz(t) + D̂v(t)
(A.12)

inwhich, z, v andw are respectively state, input and output variables in a reference
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state relative deviation notation.

z =



pbh − p∗bh
p∗bh

pwh − p∗wh
p∗wh

q− q∗

q∗

 (A.13)

v =

 f − f ∗

f ∗
z− z∗

z∗

 (A.14)

w =


pp,in − p∗p,in

p∗p,in
P− P∗

P∗

 (A.15)

Taking the system in a reference deviation notation, it is possible to find the
equivalentmatrices in the fractional reference deviation by applying the following
transformations:

âi,j = ai,j
x∗j
x∗i

(A.16)

b̂i,j = bi,j
u∗j
x∗i

(A.17)

ĉi,j = ci,j
x∗j
y∗i

(A.18)

d̂i,j = di,j
u∗j
y∗i

(A.19)

in which, âi,j, b̂i,j, ĉi,j and d̂i,j are the elements of matrices Âi,j, B̂i,j, Ĉi,j and D̂i,j,
respectively.
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Appendix B

State-space MPC formulation

The state-space formulation presented in this section was inspired in the formula-
tion presented by WANG (2009) for MIMO systems with the difference that here
the feedthrough matrix is considered in the following discrete dynamic system:

xm(k + 1) = Amxm(k) + Bmu(k)

y(k) = Cmxm(k) + Dmu(k)
(B.1)

It is possible to show that:

∆xm(k + 1) = Am∆xm(k) + Bm∆u(k) (B.2)

in which, ∆xm(k) = xm(k)− xm(k− 1) and ∆u(k) = u(k)− u(k− 1). So, by doing
the same with the output y, it is possible to show that:

∆y(k + 1) = Cm∆xm(k + 1) + Dm∆u(k + 1)

∆y(k + 1) = Cm Am∆xm(k) + CmBm∆u(k) + Dm∆u(k + 1)
(B.3)

and, therefore:

y(k + 1) = Cm Am∆xm(k) + CmBm∆u(k) + Dm∆u(k + 1) + y(k) (B.4)

Defining a new augmented state vector:

x(k) =

[
∆xm(k)T

y(k)T

]
(B.5)
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It is possible to write the following augmented model, equivalent to the one
presented in Equation B.1:

x(k + 1) =

[
Am oT

m

Cm Am I

]
x(k) +

[
Bm

CmBm

]
∆u(k) +

[
0T

m

Dm

]
∆u(k + 1)

y(k) =
[
0m I

]
x(k)

(B.6)

Defining the new matrices A, B, C and D so that the linear system presented
in Equation B.6 is equivalent to the following:

x(k + 1) =Ax(k) + B∆u(k) + D∆u(k + 1)

y(k) =Cx(k)
(B.7)

Now, it is possible to write the future state variable:

x(ki + 1|ki) =Ax(ki) + B∆u(ki) + D∆u(ki + 1)

x(ki + 2|ki) =A2x(ki) + AB∆u(ki) + (AD + B)∆u(ki + 1) + D∆u(ki + 2)

x(ki + 3|ki) =A3x(ki) + A2B∆u(ki) + (A2D + AB)∆u(ki + 1)+

(AD + B)∆u(ki + 2) + D∆u(ki + 3)
...

x(ki + L|ki) =ALx(ki) + AL−1B∆u(ki) + (AL−1D + AL−2B)∆u(ki + 1)

+ (AL2
D + BL−3B)∆u(ki + 2) + . . .

+ (AL−N+1D + AL−NB)∆u(ki + N − 1)

+ D∆u(ki + N)

(B.8)

in which, x(ki + L|ki) is the predicted state variables at ki + L calculated with
system information in the instant ki, L and N are the prediction horizon and the
control horizon, respectively. So, now it is possible to write the future outputs
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based on the prediction of the state variables:

y(ki + 1|ki) =CAx(ki) + CB∆u(ki) + CD∆u(ki + 1)

y(ki + 2|ki) =CA2x(ki) + CAB∆u(ki) + (CAD + CB)∆u(ki + 1)

+ CD∆u(ki + 2)

y(ki + 3|ki) =CA3x(ki) + CA2B∆u(ki) + (CA2D + CAB)∆u(ki + 1)+

(CAD + CB)∆u(ki + 2) + CD∆u(ki + 3)
...

y(ki + L|ki) =CALx(ki) + CAL−1B∆u(ki)

+ (CAL−1D + CAL−2B)∆u(ki + 1)

+ (CAL2
D + CBL−3B)∆u(ki + 2) + . . .

+ (CAL−N+1D + CAL−NB)∆u(ki + N − 1)

+ CD∆u(ki + N)

(B.9)

It is possible to condensate the prediction of the outputs, deduced in Equation
B.9, in a matrix notation as follows:

Y = Fx(ki) + Φ∆U (B.10)

in which, vectors Y and ∆U are defined as:

Y =



y(ki + 1|ki)

y(ki + 2|ki)

y(ki + 3|ki)
...

y(ki + L|ki)


(B.11)

∆U =



∆u(ki)

∆u(ki + 1)
∆u(ki + 2)

...
∆u(ki + N − 1)

∆u(ki + N)


(B.12)
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and matrices F and Φ are:

F =



CA
CA2

CA3

...
CAL


(B.13)

Φ =

CB CD . . . 0 0
CAB CAD + CB . . . 0 0
CA2B CA2D + CAB . . . 0 0
CA3B CA3D + CA2B . . . 0 0

... ... . . . ... ...
CAL−1B CAL−1D + CAL−2B . . . CAL−N+1D + CAL−NB CD


(B.14)

Now, it is possible to write the objective function for the linear MPC con-
sidering the reference trajectory of the controlled variables, Yrt = [yrt(ki +

1|ki)
T, yrt(ki + 2|ki)

T, yrt(ki + 3|ki)
T, . . . , yrt(ki + L|ki)

T]T, and the reference tra-
jectory of the manipulated variables, Urt = [urt(ki)

T, urt(ki + 1)T, urt(ki +

2)T, . . . , urt(ki + N − 1)T]T:

J = (Y−Yrt)TWY(Y−Yrt) + (U −Urt)TWU(U −Urt) + ∆UTW∆U∆U (B.15)

such that,

U = ∆U +



u(ki − 1)
u(ki)

u(ki + 1)
...

u(ki + N − 2)
u(ki + N − 1)


(B.16)

Finally, for the constrained case it is important to aggregate the three types of
constraints in a single matrix form, as it is showed in Equation 2.8, so that any QP
or NLP solvers could find the optimal manipulated variables sequence. For that,
a similar manipulation of the constraints presented in Equation 2.24 to fit them
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into matrix A and vector b. With proper mathematical handling, it is possible to
show that:

A =



−C2

C2

−I
I
−Φ
Φ


, b =



−Ulb + C1u(ki − 1)
Uub − C1u(ki − 1)

−∆Ulb

∆Uub

−Ylb + Fx(ki)

Yub − Fx(ki)


(B.17)

in which C1 is a (mN)× N matrix resulted from the vertical concatenation of N
identity matrices of dimension m × m and C2 is a (mN) × (mN) resulted from
grouping the identity matrices in a inferior triangular manner, such that:

C1 =



I
I
I
...
I


, C2 =



I 0 0 . . . 0
I I 0 . . . 0
I I I . . . 0
... ... ... . . . ...
I I I . . . I


(B.18)

126


	Agradecimentos
	List of Figures
	List of Tables
	List of Abbreviations
	Introduction
	Motivation
	Objectives
	Structure

	Literature and Theory Review
	Control Hierarchical Structure
	Model Predictive Control (MPC)
	Introduction
	Brief History of MPC
	QDMC fundamentals
	State-space MPC
	Stability and Robustness of MPC

	Adaptive Control
	State Estimation
	Performance Evaluation

	The ESP System
	Process Description
	The ESP Model


	Adaptive QDMC with model scheduling strategy
	Introduction
	Methodology
	Model Linearization
	MPC Implementation
	Model Scheduling Strategy

	Results and Discussion
	Model Analysis
	Control Performance
	Model Adaptation

	Conclusions

	Robust Multi-model State-space MPC coupled with Kalman Filter
	Introduction
	Methodology
	Model Scheduling Strategy
	Optimal Model Net Structure
	MPC Implementation
	Control Performance

	Results and Discussion
	Optimal Model Net Structure
	State Estimation Performance
	Control Performance
	Model Structural Uncertainty Problem

	Conclusions

	Robust Multi-model State-space MPC for Measurement and Model Uncertainty
	Introduction
	Methodology
	Model Scheduling Strategy
	Optimal Model Net Structure
	Parameter Estimation Strategy
	MPC Implementation
	Algorithm Scheme
	Control and Parameter Estimation Performance

	Results and Discussion
	Optimal Model Net Structure
	State Estimation Performance
	Control Performance
	Parameter Estimation Performance

	Variance Scaling Factor
	Conclusions

	Final Remarks
	Developments Overview
	Work Contributions
	Future Work

	Bibliography
	System Linearization Strategy
	State-space MPC formulation

